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Pick one - Thisis

« All you ever wanted to know about regression
« All you never wanted to know about regression
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Overview

.....
.....

e What isregression?

 How correlated predictors affect the solution
e Synthetic regression or real regression?

e Regression with constraints

* Theory and applications

e Classfication

e Normalized regression

e AMSU sample

e Recommendations
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Regression - What are we trying to do?

.....
.....

e Obtain the estimate with the lowest RMS error.

e Or

e QObtain thetrue relationship
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Which line do we want?
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Considerations

Single predictors
— Easy
Multiple uncorrelated predictors
— Easy
Multiple predictors with correlations

— Assume two predictors are highly correlated and each has a noise

— Differenceis small with alarger noise than any of the two
» And that isthe problem

« Theoretical approach is hard for these cases
— |If there is an independent component, then you want the difference
— |If they are perfectly correlated, then you want to average to reduce noise
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Considerations continued

Observational approach using stepwise regression
Stability depends on the ratio of predictorsto the predictands
Stepwise steps

1. Find the predictor with the highest correlation with the predictand
2. Generate the regression coefficient

3. Make the predictands orthogonal to the selected predictor

4. Make all remaining predictors orthogonal to the selected predictor

Problem

When two predictors are highly correlated and one is removed, the
calculation of correlation of the other one involves a division by essentially
Zero

The other predictor is selected next
The predictors end up with large coefficients of opposite sign
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Considerations continued

.....
.....

e Consider two predictands with the same predictors

— Stable case (temperature for example)
* The correlation with the predictand is high

— Unstable case (water vapor for example)
* The correlation with the predictand is low
e Essentially when a selected predictor is removed from the
predictand and the predictors

— If theresidual variance of the predictand decays at least as fast asthe
residual variance of the predictors, the solution remains stable
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Considerations continued

e Dedire
— Damp the small eigenvectors but don’t damp the regression coefficients
— C=YXT(XXT)?
— But when removing the variable want to use (XX + yI)™1

o Solutions

— Decrease the contributions from the smaller eigenvectors

» This damps the dope of the regression coefficients and forces the solution
towards the mean value

— Alternatives
* Increase the constraint with each step of the stepwise regression
e But no theory exists
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\"/ Regression Retrievals

. T:Tguess+ C(R—Rguess)
e Rismeasured
e R

guess

— Measured

» Apples subtracted from apples (measured — measured)
— Calculated

» Apples subtracted from oranges (measured — cal cul ated)
* Thisleadsto aneed for bias adjustment (tuning)
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Synthetic or Real

« Synthetic regression — use calculated radiances to generate
regression coefficients
— Errors

e Can be controlled
» Needtoberedistic

— Sample needs to be representative
— Systematic errorsresult if measurements and calculations are not perfectly
matched
* Real regression - uses matches with radiosondes
— Compares measured to measured - no bias adjustment needed
— Sample sizeissues - sample size can be hard to achieve
— Sample consistency across scan spots - different samples for each angle
— Additional errors - match errors, “truth” errors
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Regression with constraints

......
.....

e Why add constraints?

— Problem is often singular or nearly so
* Possibleregressions

— Normal regression

— Ridgeregression

— Shrinkage

— Rotated regression

— Orthogonal regression

— Eigenvector regression

— Stepwise regression

— Stagewise regression

— Search all combinations for a subset
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Definitions

.....
.....

Y = predictands

« X = predictors

« C = coefficients

e C..mg = hormal coefficients

« C, = Initia coefficients

* Cigge = ridge coefficients

* Cqrinkage = Shrinkage coefficients

e C. 1eq — rotated coefficients

e C = orthogonal coefficients
e C = elgenvector coefficients

orthogonal

eigenvector
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\"/ Definitions continued

Yy = aconstant
€ = errorsiny
O = erorsinx

e X, =truevauewhen known
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Equations

e Y = CX
° Cnormal = YXT (XXT) -
* Cridge = YXT (XXT+ yl) i

* Cshrinkage = (YXT + yCO)(XXT T yl) -
* Cotaed = (YYTCT + YXT+yCo)(CplYXT + XXT+ i) -
* Corihogona = Multiple rotated regression until solution converges

* Note many of these differ only in the directions used to calculate
the components
— Thefirst 3 minimize differences along the y direction
— Rotated minimizes differences perpendicular to the previous solution
— Orthogona minimizes differences perpendicular to the final solution

L.M. McMillin NOAA/NESDIS/ORA



Regression examples

Ordinary Least Squares Ridge Regression
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Regression Examples

Orthogonal Regression




Constraint summary

e Truerelationship ¥ =1.2X Guess Y=10X ss=17.79
e Ordinary Least Squares
—~ Y=071X ss= 13.64
 Ridge - gamma=2
—~ Y=064X ss=13.73
e Shrinkage - gamma=2
—~ Y=074X ss=13.65
 Rotated - gamma=4 ( equivalent to gamma= 2)
—Y=115X s=1694 ss= 7.35in rotated space
e Orthogonal - gamma=4
- Y=122X s=1814 ss = 7.29 in orthogonal space
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Regression Examples

Ordinary Least Squares
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Regression Examples

PR R - o s m mem

Ridge Regression
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Regression Examples

Shrinkage Estimator
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Regression Examples

Rotated Regression
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Regression Examples

Orthogonal Regression
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Popular myth - Or the devil isin the details

e Two regression can be replaced by asingle one

e Y =CX
e X=D1/Z2
e Y =E/Z

e ThenY=CDZ andE=CD
« Truefor normal regression but false for any constrained regression

e Inparticular, if X isapredicted value of Y from Z using an initial
set of coefficients and C is obtained using a constrained
regression, then the constrain isin adirection determined by D. If
thisisiterated, it becomes rotated regression.
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Regression with Classification

* Pro
— Starts with a good guess

« Con
— Decreases the signal to noise ratio
— Can get a series of means values
— With noise, the adjacent groups have jumps at the boundaries
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normalized regression

o Subtract the mean from both X an'Y

* Divide by the standard deviation

e Theoreticaly makes no difference

e But numerical precision is not theory

e Good for variables with large dynamic range

* Recent experience with eigenvectors suggests dividing radiances
by the noise
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Example - Tuning AMSU on AQUA

 Predictors are the channel values
* Predictands are the observed minus calculated differences
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M easured minus cal cul ated

110400

— (13900

— -4 B340

-10 2600

-155850
-20 9100

-26 2350

i

Channel number

-31 5600
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The predictors

290, , 2877200
i -: 269 3033

— 2505975

— 2524862
21410750

1956637
177 2525

158 5412

channel Mumber 140 43000
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Ordinary Least Squares

17197
1.1525
0453
0.1021
14291

-0 26a3
-14035

-2 0406

. -34TT8
adjusiment channel
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Ridge Regression

13245

1408 10529

INEN
05083
02375

00544
03062

-05740

7 adjustment channel D
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Shrinkage

13245
10529

INEN
0635
& 05083

02375

00544
03062
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/7 adjustment channel 05404
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Rotated Regression

1.1503
09224

04945
04665
IWEL

001y
02173

-04452

14752
7 adjusiment chamnnel
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Orthogonal Regression

ToTas
61473

— 47141

| 32840
15537
- 19 04225

-10087

7 adjustment channel A

-38711
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Results Summarized

e Maximum means maximum absolute value
 Ordinary least squares - max coefficient =-2.5778
 Ridgeregression - max coefficient = 1.3248
« Shrinkage - max coefficient = 1.3248
— Shrinkage to 0 as the guess coefficient is the same as ridge regression

 Rotated regression - max coefficient = 1.1503
— Rotated to the ordinary least squares solution

e Orthogonal Regression - 7.5785
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@ Recommendations

e Think
* Know what you are doing
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