McIDAS-V Goals and Requirements
Last update: 27 June 2007
McIDAS-V Goals

1. Develop a powerful and versatile software system for environmental data processing, analysis, and visualization 

2. Support existing and evolving needs of scientific research and algorithm/applications development for new programs, such as NPOESS and GOES R  and for retrospective data, such as GOES and POES.
3. Enable an environment to support data fusion and algorithm interoperability from existing and future sources 

4. Continue to fully support McIDAS Users’ Group and McIDAS-X functionality as they transition to McIDAS-V 

5. Support operational users by providing frameworks in McIDAS-V, thus enabling a natural transition path for research results into operations
6. McIDAS-V will be used to educate students in remote sensing and physical sciences, with students integrally involved in its development, evolution and use 
Goal 1: Develop a powerful and versatile software system for environmental data processing, analysis, and visualization

1.1. Develop the system using platform independent language(s). 
[Being met: Java and Jython being used] 
1.2. Support interfaces to a wide variety of distributed computing techniques, including client/server, cluster computing and collaboration. 
[Being partially met with VisAD, ADDE, THREDDS] 
1.3. Make the system source code freely available on-line. 
[Make source code downloadable]
1.4. Use a single data model for all data. 
[Being met by using VisAD Data Model] 
1.5. Employ a display architecture that supports a wide variety of forms of displays. 
[Being met now by using VisAD, JFreeChart, Java AWT, Java3D, etc.]
1.6. Use only freely available libraries to support development and implementation. 
[Met by using VisAD, IDV, NetCDF, etc.] 
1.7. Develop extensions to the open source libraries to support new types of displays and interactions (i.e. try to avoid modifying libraries). 
[Being met as needed] 
1.8. Provide the ability to develop extensions to support new data sources and formats. 
[Being met as needed] 
1.9. Leverage existing libraries for user interface, extending them as necessary to customize the interface for users. 
[Being met using IDV and VisAD libraries, Swing and AWT components]
1.10. Exploit available data selectors and systems to enable users to easily locate and select data.
[THREDDS and ADDE used now; ORIGAMI, etc. in the future] 
1.11. Hardware requirements for using this tool should be identified with a goal of being usable on a COTS system.
1.12. Shall be easy to install.
1.13. Shall be easy to use.
1.14. Being an open-source project, developers and users will be encouraged 
to also contribute their software for inclusion in the distributed 
software where appropriate.   To facilitate this, a forum for 
developers should be created that is separate from any users forum 
established.
Goal 2. Support existing and evolving needs of scientific research and algorithm/applications development for new programs, such as NPOESS and GOES R  and for retrospective data, such as GOES and POES.
2.1. Command executions must be able to be done through scripted commands
2.2. Ability to display hyperspectral data in the form of images and spectra 
2.3. Spectra display must include the ability to zoom in and out of full spectrum so that you can examine individual spectra
2.4. Imagery display must include ability to zoom to higher resolution
2.5. Easily input new data types and accompanying formats 
2.6. Maintain ADDE equivalent servers in order to share data with other users from a designated machine
2.7. Maintain most functionality available in McIDAS-X (needs further detail) 
2.8. Combine GEO/LEO data sets and environmental data sets in 2 and 3 dimensions
2.9. Animate GEO/LEO data sets and environmental data sets in 2 and 3 dimensions
2.10. Display satellite data in different projections including native satellite
2.11. Correct for image artifacts, such as the VIIRS bow tie
2.12. Create output images in commonly used image formats (including jpg, gif, png, tiff and Geotiff)
2.13. Allow the user to combine channels; i.e. for “true color” and other channel combinations in 24(+) bits and allow user to save the data as a 24(+) bit image
2.14. Allow user tools to enhance data, including 24(+) bit objects.
2.15. Allow user to query the data at the pixel level, in the format chosen by the user (Radiances, BT, scaled integers, hPa, deg K, etc.)
2.16. Allow user to determine the output format of data objects (e.g. output of IMGOPER commands)
2.17. Allow user to perform operations on data sets including cross instrument channel combinations, scatter plots, simple statistics, etc.
2.18. Include the capability to animate images and graphics independently
2.19. Allow the interrogation of data sets via cross sections and transects
2.20. Allow the user to modify calibration parameters (change a calibration coefficient and reload an image)
2.21. Allow user to modify and retain geolocation parameters
2.22. Must be able to interpolate data under user control in a variety of ways to a regular grid for the purpose of analysis
2.23. Must be able to display gridded data in a variety of ways (e.g. contours, color-filled contours, shaded, isosurfaces, etc.)
2.24. Must be able to do station model and data plots (including cloud symbols, aviation symbols, weather symbols) using WMO standards
2.25. Flexibility to allow outside users to create plug-ins that can be used in the system
Goal 3.  Enable an environment to support data fusion and algorithm interoperability from existing and future sources
3.1. Standardize a set of data coordinates (VisAD RealTypes) that cover all values that occur in data of interest to McIDAS-V users, building on the data coordinates already standardized in VisAD and the IDV 
3.2. Define a set of display frames of reference (mappings of standardized data coordinates to display coordinates) to define all display types of interest to McIDAS-V users, building on the display frames of reference already defined in VisAD and the IDV 
3.3. Implement user interfaces that allow any data to be fused in any compatible display frame of reference 
3.4. Provide interfaces to a variety of computational systems, including easy ways for exchanging data to and from the VisAD data model, and easy ways for invoking and synchronizing computational events 
3.5. Support a variety of scripting languages and environments, as needed by McIDAS-V users 

Goal 4.  Continue to fully support McIDAS Users’ Group and McIDAS-X functionality as they transition to McIDAS-V 

4.1. Maintain a distributed environment (e.g. the ADDE client/server technology) and its current functionality (e.g. enhancing OpenADDE). [Goal #6]
4.2. Output images in various formats (e.g. gif, png, jpeg,) [Goal #6]
4.3. Output data in various formats (e.g. netCDF, area, ASCII files, Geotiff) [Goal #6]
4.4. Output merged satellite data into a single output data file (e.g. Honeywell product)  [Goal #6]
4.5. Ability to interactively output image and geolocation values [calibration values, lat/lon] [Goal #6].
4.6. Need to be able to center [by lat/lon, image line/elem, file line/elem], blowup, blowdown images [Goal #6].
4.7. The McIDAS-V GUI must be updated from the current IDV GUI. 
4.7.1. The current Mc-V dashboard shall be updated to utilize the VisAD and IDV libraries 
4.7.2. The McIDAS-V dashboard shall resemble the current McIDAS-X GUI. {note: be sure to use DAY= and TIME= for images, in order to utilize the archive.} 
4.7.3. The data choosers shall be updated for quick access to commonly used data features, such as wizards, buttons, memory of last used options,... 
4.7.4. The default configuration settings shall be updated as needed (data display onto map or in data’s projection?, ...). 
4.7.5. The McIDAS-V GUI shall be easily configured by users, including being able to add and remove different data types and data from different servers. 
4.7.6. Publish GUI standards for use or reference by our programmers and other users. 

4.8. McIDAS-V must be able to bridge with current McIDAS-X. 
4.8.1. McIDAS-V must send and receive text to/from McIDAS-X. 
4.8.2. McIDAS-V must visualize navigated graphics and images from McIDAS-X. 
4.8.3. McIDAS-V must interpret the ADDE request made by McIDAS-X and subsequently visualize the data without McIDAS-X. 
4.8.4. McIDAS-V must display non-navigated displays (e.g. meteorogram) within a separate image viewer. 
4.8.5. McIDAS-V must handle both time-based loops and frame-based loops. 
4.8.6. The functionality of interactive McIDAS-X commands (e.g. EB) shall be available in McIDAS-V. {needs to either work through the bridge or the functionality needs to be added to McIDAS-V} 
4.8.7. McIDAS-V needs an indicator to know if there is a problem with the McIDAS-X session. 
4.9.  The installation and configuration of McIDAS-V and the McIDAS-X listener must be easy. 
4.9.1. The installation and configuration of McIDAS-V and the McIDAS-X listener must work on all platforms supported by the MUG. 
4.9.2. Users should be given an option of installing from binary (the default) or compiling from source. 
4.9.3. The installation should be simple with logical defaults. 
4.10.  The HYDRA must be seamlessly integrated into McIDAS-V.  
4.11. McIDAS-V, without the bridge, must access and output other types of data already available in McIDAS-X and -XRD. 
4.11.1. Display local and remote image datasets, including old satellite imagery 
4.11.2. Plot and contour local and remote grid datasets 
4.11.3. Plot and contour local and remote point datasets 
4.11.4. Save the digital data file(s) used to create the displays in a, b, or c 
Goal 5.  Support operational users by providing frameworks in McIDAS-V, thus enabling a natural transition path for research results into operations


5.1. Enable unattended automated processing from a command line, scheduled process, or daemon (e.g. must run without graphics card, without being logged in). This includes scripts with user-enterable options.
5.2. Enable unattended automated display of products.
5.3. Provide non-time-based and user-specified looping order (e.g. compare data from different servers, different bands from one image).
5.4. Ability to run several processing jobs at the same time without interfering with one another and without consuming excessive resources (e.g. generate many different products on the same machine as the same user at the same time).
5.5. Ability to manage and quickly interact with a large number of frames [and large frame sizes] and defined loops (e.g. 500 frames as 50+ loops).
5.6. Support legacy scripts initially through the Bridge, thus providing time for users to convert scripts to McIDAS-V..
5.7. Remote serving of data must have functionality of McIDAS-X ADDE servers [for example, multiple formats, IP and login restriction by data type, byte count, logging, login/project number, database access] [ADDE requirement Goal #5.1].
5.8. Need to be able to center [by lat/lon, image line/elem, file line/elem], blowup, blowdown images [Goal #5].
5.9. Output images in various formats (e.g. gif, png, jpeg,) [Goal #5]
5.10. Output data in various formats (e.g. netCDF, area, ASCII files, Geotiff) [Goal #5]
5.11. Ability to interactively output image and geolocation values [calibration values, lat/lon] [Goal #5]
5.12. Output merged satellite data into a single output data file (e.g. Honeywell product) [Goal #5]
Goal 6.  McIDAS-V must have the ability to be used to educate students in remote sensing and physical sciences, with students integrally involved in its development, evolution and use  


6.1. McIDAS-V will be used as an educational tool to: 
6.1.1. Facilitate the development of educational materials for K-12 and beyond
6.1.2. Support scientists and educators in the development of outreach materials 
6.1.3. Support remote sensing workshops in a way that we have already proven to be useful
6.1.4. Develop remote sensing and physical science training modules 


6.2. Students will be involved in all aspects of the McIDAS-V project: 
6.2.1. Students will both give input to and participate in development 
6.2.2. Student will be involved in testing the system including reviews of usability and suitability and documentation 
6.2.3. Student participation will be across the board (e.g. graduate, undergraduate, summer interns)
6.3. Utility of McIDAS-V will be brought to the community: 
6.3.1. A paper will be published about the system/project 
6.3.2. Conference presentations and demonstrations will be made after the completion of milestones in the project
6.4. McIDAS-V will offer complete documentation: 
6.4.1. McIDAS-V training curriculum and materials 
(Learning Guide/”HowTos”) 
6.4.2. User’s Manual, Programmer Guide, Online help, tips, FAQ
6.4.3. Maintain user feedback (e.g. blogs, mailing lists, newsletters, usenet type groups)
