
Impacts of 
Measurement 
Uncertainty (on 
validation)

Lachlan McKinna, Go2Q

08 June 2022



Overview
1. Question: can we incorporate uncertainties when 

computing skill metrics?

Every measurement (satellite & in situ) has 
uncertainty.

2. Solution: “degree of overlap” metric when 
computing validation different metrics. 

We have found including uncertainties changed 
validation metrics (mean bias & MAE). 

3. Can we use uncertainties to improve the way we 
visualize uncertainties?

New “zeta score” plots are color-coded and easy 
to interpret.
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Uncertainties in OC data products – why do it?
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McKinna et al. (2019)

Existing gap – what about comparing measurements during validation? 

 

 



Question: 
Based on horizontal distance (D) between the blue 
and red dots, which pair(s) below would you 
consider to be different: 1, 2, or 3?

Answer: D is the same for all!
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Question: 
Based on horizontal distance (D) between the blue 
and red dots, which pair(s) below would you 
consider to be different: 1, 2, or 3?

Answer: (a) yes, (b) no, (c) somewhat.

This time, we’ll consider measurement uncertainty and draw a probability 
density function around each point …
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Why is this 
important for 

OC validation?

Satellite-derived (M) and the in situ (O) 
measurements are considered exact. 

This is NOT true – M & O both have 
inherent uncertainty.

•We should probably correct validation 
metrics for measurement uncertainty

• If uncertainties are known, we can improve 
how we present our results graphically
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Validation metrics
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MAE: mean absolute error
See Seegers et al (2018) for more on validation metrics



A method to account for overlapping PDFs
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For mean bias and MAE, we compute the difference 
between the satellite observed (O

i
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We correct difference with correction factor (CF): 
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• Less weight is applied when DO i
 approaches 0

• For completely overlapping p o
(o i

) and p m
(m i

), where DO i
= 1, no 

difference can be discerned



Validation metrics
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MAE: mean absolute error

Corrected validation metrics

  

See Seegers et al (2018) for more on validation metrics



Our study

• We developed an empirical algorithm for derived 
b

bp
(555) (not shown here)

• We compared the new model with the GIOP and 
a Chl-based model (Huot et al. 2008).

• We used the OC-CCI bio-optical dataset (Valente 
et al. 2015) to validate each model

• 5% relative uncertainties in R
rs

 and b
bp

(555) were 
assumed when computing corrected metrics
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Did it change the matchup result?

Prime symbol (‘) indicates corrected metrics 11



Does it change the matchup result?

Prime symbol (‘) indicates corrected metrics 12



Visualizing matchups (with uncertainties)

We routinely report validation with one-to-one 
scatter plots (often in log-transform space)

Scatter plots can get 
messy! Some folks plot multiple wavelengths 

or multiple variables

Scatter plots are not that meaningful if the 
variable has a small dynamic range (e.g. 
oligotrophic R

rs
(670))
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Q. Step back and ask: what is the metric(s) we compute that are most 
meaningful? 

A. Pair-wise difference metrics (e.g. bias, MAE). 

So, why don’t we create plots that help us visualize difference?



•  
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Zeta score plots



•  
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Zeta score plots



Summary
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1. Uncertainties should be considered during 
validation – measurements aren’t exact

2. Our results show that correcting for uncertainties 
changes the validation metrics

3. Zeta-score plots show allow us to inspect model 
residuals

4. Color-coded Zeta-score plots are easy to interpret 
and may be useful for communicating algorithm 
performance with end-users.



Some caveats

• If the uncertainties are too large, the corrected 
validation metrics may have little meaning. We 
want to keep uncertainties small

• We assumed 5% relative uncertainty. Realistic 
values should be used where possible. Our 
framework can, however, accommodate 
alternative input uncertainties if known.

• For retrospective analyses, in situ uncertainty 
may not be available and we need to make 
sensible assumptions.
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Thanks…

Credit: Academic Twitter 19

Our results are published here….
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Extra material
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Final thought from Merchant et al (2017)
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Model evaluation matrix – what can we 
achieve?

From Harmel et al (2010) 23



Bland-Altman Plots (residual plots)
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Bland-Altman
Plots

•Difference on the y-axis

•Method average on x-axis
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Zeta-score plots

• Zeta-score on y-axis

•Method average on x-axis
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SeaWiFS plots
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(a) RGB
(b) LH empirical model
(c) GIOP
(d) Huot empirical model

Derived b
bp

(555) in 
waters adjacent to 
Hawaii (1st Dec 2000)



SeaWiFS plots
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(a) RGB
(b) LH empirical model
(c) GIOP
(d) Huot empirical model

Derived b
bp

(555) in 
Mid-Atlantic Bight 
(28th Apr 2003)



PomPlots overview
• Pair-wise comparisons closest to 

the apex (0,0) are best

• Bias (left-to-right) can be 
interpreted

• Relative uncertainty (vertical scale) 
helps us interpret how useful a 
data point is 

• ζ-score contours are also shown



PomPlot of b
bp

(443) reveals a lot!

bias

ζ-score>3 

High uncertainty and low 
significance


