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Abstract

The use of Atmospheric Motion Vectors (AMVs) in Numerical Weather Prediction (NWP)
models continues to be an important source of information in data sparse regions. These
AMVs are derived from a time-sequence of images from geostationary and polar orbiting
satellites. NWP centers have documented positive impact on model forecasts not only in
regions where the AMVs are measured, but elsewhere as well. One example is the positive
impact that the Moderate Resolution Imaging Spectroradiometer (MODIS) polar winds have
on forecasts in the middle and subtropical latitudes, especially in 3 to 5 day forecasts and
forecast bust situations. The MODIS winds are only derived poleward of 65° latitude. What
are possible explanations for this global impact? This study investigates the hypothesis that
the assimilation of polar winds modifies the flow in high latitudes near the polar jet stream
and that this effect propagates to lower latitudes in extended forecasts.

Using a pre-operational version of the National Centers for Environmental
Prediction’s (NCEP) Global Forecast System (GFS), a side-by-side experiment was run for a
six week period during the late summer of 2004, with and without the MODIS polar winds.
Five forecast cases within this period were examined to determine how winds in the polar
regions affect the wind and geopotential height fields in the jet stream region, resulting in
changes in wave propagation speed.

From the five cases examined, it was determined that the addition of the polar winds
modifies the mass balance in synoptic-scale waves near the polar jet streams, more
consistently in data void regions. This change in mass balance is evident in differences in the
ageostrophic wind, which has an effect on the speed and amplitude of baroclinic waves that

extends from the jet stream into lower latitudes in later forecast times. These results reveal



Xii
the substantial impact that polar-only observations have on the predictability of global

weather systems.



1. Introduction

While the polar regions comprise only one-eighth of the earth’s total surface area, the
importance of observations in those regions is becoming increasingly more evident. There
are many examples on the influence of the polar regions on lower latitude atmospheric
conditions on time scales from synoptic to climatic, space scales from meso to global, and
extending through the depth of the troposphere. From a climate perspective, the polar
regions are a barometer indicating changes through, for example, glacier extent and
permafrost temperature (Hinzman et al. 2005). From a global circulation perspective,
Gallimore and Johnson (1981) showed that a meridional Hadley-type circulation extends
from the tropics to the poles by thermal forcing on isentropic surfaces. Furthermore,
Coherent Tropopause Disturbances (CTDs), which are meso-scale vortices on the dynamic
tropopause, have been observed moving from the arctic to near tropical latitudes (Pyle et al.
2004). However, Francis (2002) found that the existing upper-air observation network in high
latitudes is insufficient for the accurate depiction of the tropospheric wind field.

The influence that the polar regions have on lower latitude circulation systems
coupled with an inaccurate knowledge of the polar atmospheric state may result in an
erroneous picture of global weather systems and subsequent forecasts. One way to improve
on that knowledge is to use the proven remote-sensing technique of tracking clouds and
other features from weather satellite images. Until recently, this has only been done routinely
with geostationary satellites over the middle- and lower-latitudes. Extending this to high-
latitudes using polar orbiting satellites presents new challenges. However, Key et al. (2003)
showed that the addition of satellite-derived winds over the polar regions has a positive

impact on global forecasts.



The use satellite-derived cloud displacements to infer atmospheric motion has been
investigated since the first weather satellites were launched. In the early 1960s, Tetsuya
Fujita developed analysis techniques to use cloud pictures from the first Television Infrared
Observation Satellite (TIROS), a polar orbiter, for estimating the velocity of tropospheric
winds (Menzel 2001). Throughout the 1970s and early 1980s, cloud motion winds were
produced from geostationary satellite data using a combination of automated and manual
techniques. Cloud-drift winds were used in numerical weather prediction systems as early as
the 1980s. Although, it wasn't until 1992 that the National Oceanic and Atmospheric
Administration (NOAA) began using an experimental automated winds software package
developed at the University of Wisconsin-Madison Space Science and Engineering Center
(SSEC) that made it possible to produce full-disk wind sets without manual intervention. Fully
automated cloud-drift and water vapor motion vector production from the Geostationary
Operational Environmental Satellites (GOES) became operational in 1996, with wind vectors
being used routinely in the operational numerical models of the National Centers for
Environmental Prediction (NCEP) (Nieman et al. 1997).

Satellite-derived wind fields are most valuable where few observations exist and
model analyses are less accurate as a result. Like the oceans at lower latitudes, the polar
regions suffer from a lack of observational data. Figure 1 illustrates the sparse observation
network in the Arctic and Antarctic. World Meteorological Organization (WMO) stations,
which provide regular winds observations from rawinsondes, are scattered across the coastal
areas and the interior of Canada, Alaska, Russia, and northern Europe. There is little or no
coverage of the interior of Greenland, the interior of Antarctica, the Arctic Ocean, and the

oceans surrounding Antarctica.



Figure 1: WMO rawinsondes in the polar regions. Arctic (top). Antarctic (bottom).

A study by Francis (2002) gives evidence that the existing observation network is not
sufficient for an accurate depiction of high-latitude wind fields. The study examined
tropospheric winds in the NCEP/National Center for Atmospheric Research (NCAR)

Reanalysis and the European Centre for Medium Range Weather Forecasts (ECMWF)



Reanalysis datasets. Rawinsonde data from two Arctic field experiments, the Coordinated
Eastern Arctic Experiment (CEAREX) in 1998 and the Lead Experiment (LeadEX) in 1992,
that were not assimilated by the models were used as independent validation and compared
to reanalysis products for five tropospheric vertical layers. It was found that both reanalyses
exhibit large biases in zonal and meridional wind components, being too westerly and too
northerly. It was also found that reanalysis winds were too strong by 25% to 65% relative to
the rawinsonde values.

Satellite-derived winds from geostationary satellites have been used operationally in
numerical models for more than a decade. Unfortunately, geostationary satellites are of little
use at high latitudes due to poor viewing geometry, leading to large uncertainties in the
derived wind vectors and the coverage falls well-short of the Arctic and Antarctic regions.
Can polar-orbiting satellites be used to obtain wind information at high latitudes? The
guestion has been explored since Fujita’s initial experiments with some promising results.
The Advanced Very High Resolution Radiometer (AVHRR) was used by Herman (1989,
1993) to estimate cloud-drift winds for a few Arctic scenes. Turner and Warren (1989)
obtained useful cloud track wind information from AVHRR Global Area Coverage (GAC) data
in the Weddell Sea, Antarctica. The manual intervention required in these case studies did
not allow for routine production. It wasn’t until the 1990s that software was available to
automatically and routinely derive winds from a sequence of satellite images.

Near the turn of this century, the National Aeronautics and Space Administration
(NASA) launched two research weather satellites (Terra and Aqua) which provide more
spectral channels and higher global resolution than the AVHRR on the NOAA satellites. The
infrared and water vapor channels on the Moderate Resolution Imaging Spectroradiometer

(MODIS) satellite imagery were chosen to investigate the feasibility of tracking clouds and



clear-sky water vapor features over the polar regions. The first experiment of assimilating
satellite-derived winds from MODIS proved successful, with a positive impact in forecasts
being reported (Key et al. 2003). A somewhat startling result was that the positive impact
was not restricted to the polar regions where the winds were measured, but it extended to
lower latitudes.

The question was asked by members of the Numerical Weather Prediction (NWP)
community: “Why do MODIS winds measured near the poles have a significant impact on
global forecasts?” This study investigates the hypothesis that the assimilation of polar winds
modifies the flow in high latitudes near the polar jet stream and that this effect propagates to
lower latitudes in extended forecasts.

This hypothesis will be tested by investigating the impact that the MODIS winds have on
model analyses and forecasts versus a control run for several cases, and how these
differences can be explained in terms of data assimilation and atmospheric dynamics. First,
the history of deriving winds from geostationary satellite images will be reviewed, the
problems of applying this to the use of polar satellites and atmospheric issues in the polar

regions will be examined, and the impact by several NWP centers will be presented.



2. Satellite-derived winds algorithm

The use of satellite-derived Atmospheric Motion Vectors (AMVs) in NWP models continues
to be an important source of information in data sparse regions. For the past few decades,
the AMVs have been primarily derived from a time-sequence of images from geostationary
satellites. More recently, this algorithm has been applied to data from polar orbiting satellites
and these AMVs are now routinely input into many operational global models. This section
will examine the history of the geostationary satellite winds algorithm, the application to polar

satellite data, and the validation of this technique.

2.1 Geostationary satellite winds algorithm

Geostationary remote sensing started in late 1966 with the first Applications Technology
Satellite (ATS-1). The ATS-1 spin-scan cloud camera, developed by Professor Verner Suomi
of the University of Wisconsin-Madison, produced full-disk images of the earth and its cloud
cover every 20 minutes. Suomi noted that now “the clouds move—not the satellite.” Within
the first month of the availability of ATS-1 imagery, Fujita and Bohan produced a movie
showing views of mesoscale cloud patterns in motion. This illustrated for the first time the
value of animated satellite imagery to infer atmospheric motion. Throughout the late 1960s,
Fujita pioneered techniques to track cloud features on a variety of spatial scales and
conducted experiments to validate these motions (Menzel 2001). In the early 1970s, SSEC
refined the techniques of creating movie loops of satellite images and the production of
satellite-derived winds with the development of the Man computer Data Access System

(McIDAS) (Suomi et al. 1983).



A fundamental question arose: How representative are cloud motions to atmospheric
motion? In the late 1960s, Fujita used ground-based cameras to validate and confirm that
cloud motions indeed represented atmospheric motion (Menzel 2001). Hasler et al. (1977)
reported on experiments conducted in the 1970s using aircraft to measure the wind at cloud
levels. He found that oceanic trade cumulus clouds moved within 1.3 m s™ of the ambient
wind at the cloud base level. Cirrus clouds moved within 1.6 m s of the mean wind in the
cloud layer. These results substantiate Fujita’s findings.

There are several techniques for determining the satellite-derived wind altitude. A
comparison by Nieman et al. (1993) showed that different algorithms are better in specific
cloud situations. In opaque clouds the infrared window works well. However, for semi-
transparent or small clouds the infrared window tends to assign the height too low, due to
radiance contributions from below the cloud level. The CO, technique does well in this
situation because the semi-transparency can be accounted for by using the ratio of radiances
from different spectral channels. Even though the MODIS instrument contains CO, channels,
this technique has not been implemented at this time. For these cases the H,O-intercept
method is used, which is a good alternative method to the CO, technique (Nieman et al.
1993).

The current height assignment techniques assign a single level to the tracer.
However, statistical comparisons of geostationary satellite-derived winds to radiosondes
show that these satellite winds represent layers rather than specific levels (Rao et al. 2002).
Clear-sky water-vapor winds represent the deepest layers compared to cloudy water-vapor
winds or infrared-tracked clouds. Since there are so few deep clouds in the polar regions,
upper-level wind information is mostly from tracking clear-sky water vapor features. Although

there is much less moisture in the atmosphere in high latitudes, compared to middle- and



low-latitudes, the moisture is confined to a smaller vertical depth due to a lower tropopause.
This may result in the clear-sky water-vapor polar winds representing a thinner layer than
similarly-derived geostationary winds.

The following is an overview of the software used at the Cooperative Institute for
Meteorological Satellite Studies (CIMSS) for deriving cloud motions from satellite images
(Olander et al. 2000; Olander 2001).

The satellite winds derivation algorithm has been under development at CIMSS and
NOAA/National Environmental Satellite, Data and Information Service (NESDIS) for more
than 20 years. Initial efforts required human interaction to target and track cloud features in
satellite imagery displayed with the McIDAS. These methods were very labor-intensive and
extremely subjective, thus preventing the algorithm from being used operationally, although it
proved useful for experiments, for example during the First GARP (Global Atmospheric
Research Project) Global Experiment (FGGE) in 1979 (Lazzara et al. 1999).

Since the late 1980s, automated tracking (Merrill 1989; Merrill et al. 1991) and quality
control techniques (Hayden and Pursor 1988; Holmlund, 1998) were developed and
advanced to the level where significant impact within global forecast models has been
achieved (Velden et al. 1992; Soden et al. 2001; Velden et al. 2005). Winds derived from this
algorithm are now being utilized quantitatively in various forms within many global models
worldwide. Wind data are currently produced operationally at NOAA/NESDIS and routinely at
CIMSS for use in various global and regional scale models.

There are four major components to the winds algorithm (Olander 2001): target
selection, target height assignment, wind tracking, and auto-editing (which includes quality

control). This is a research software package that undergoes continual changes and



improvements. These components are presented in detail below, although it is restricted to
only those features used with the polar-orbiting MODIS data.

The input data files are three time-ordered satellite images in a McIDAS-compatible
format and forecast model output. Three images are used because consistency between
vectors derived from each pair provides a measure of quality in the winds. The model output
is used to determine target heights and a first guess for target tracking. The 6-, 9- or 12-hour
forecasts are linearly interpolated to the middle-image time. From the middle image of the
triplet, potential targets are determined by locating rectangular regions where the bi-
directional gradient in brightness temperature exceeds a user-specified threshold, which is
spectral band dependent. These regions are typically a cloud edge, a cloud feature, or water
vapor gradients.

Once a target has been identified, four height assignment techniques are applied
using single channels and combinations of channels. These different algorithms are known
as the: Infrared Window Channel (IRW), Water Vapor Histogram (WVH), Cloud Base (CB),
and H,O-Intercept (H20) methods. All of these techniques depend on numerical model
forecasts of temperature and moisture to convert satellite brightness temperatures into
pressure heights.

The IRW and WVH methods use an average of the coldest pixels to determine the
height from a vertical profile of temperature. This technique works well with opaque clouds,
although opaque (or thick) clouds do not tend to move at the level of the assigned height.
The movement of semi-transparent or small clouds gives a better representation of
atmospheric motion, but the height assignment is compromised due to unknown cloud

emmisivity and cloud fraction.
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The H20 method is based on the relationship that radiances from two different
spectral bands are linearly related for different cloud amounts within an area. The satellite-
observed radiance results from a combination of clear-sky and cloudy radiances within a field
of view. These two regimes result in a linear relationship between the two channels as shown
in Figure 2. Using the model forecast to determine the vertical profile of temperature and
moisture, a forward radiative model is used to compute theoretical top-of-atmosphere
radiances, which is designated by the solid line in the figure. The linear relationship is

extrapolated to the theoretical curve; the intersection results in the height of the cloud.
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Figure 2: The relationship between the brightness temperature for the 6.7 um and the
11 um channels for varying cloud fraction. The top figure is for a surface temperature
of 267 K. The bottom figure is for a surface temperature of 228 K with an inversion
near the surface of 16° C, representing a polar atmosphere. (Courtesy of Jeff Key)

The CB method is applied to targets with an estimated height below 600 hPa that
appear to be low-level cumulus. A histogram is computed to separate clear from cloudy
pixels. Assuming the distributions are normal, the cloud base height can be estimated. The
mid—-cloud temperature, also called the modal cloud temperature, is determined by
examining the second derivative histogram of the cloudy distribution, while the cloud top

temperature is estimated to be located at the coldest 5% of the cloudy distribution. The cloud
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base temperature is assumed to have the same difference from the modal cloud temperature
as the cloud top temperature.

The initial target locations are investigated one-by-one to compute a displacement
speed with the same feature at a time before and after the target image time. Prior to wind
vector determination for each target, the "best" height assignment value is selected from the
four potential height values. The height selection process is dependent upon the satellite
channel. Infrared wind vector heights will be determined from one of three height values:
IRW, H20, or CB. Water vapor heights are chosen from either H20 or WVH methods. The
lowest pressure (highest altitude) value of all of the calculated height values is used as the
final wind vector height assignment value. If the final infrared height is based on the IRW
method and a CB height is available, the CB height will be used for the vector height.

For each water vapor channel target, a cloud contamination value is determined to
identify clear or cloud contaminated scenes. If there is an H20 height, it is subtracted from
the WVH height; if not, the WVH height is subtracted from the IRW height. If the magnitude
of this difference is greater than the threshold value of 75 hPa the scene is labeled as "clear".
Otherwise, the scene is labeled as "cloud contaminated".

Once the best height and cloud contamination values are determined, the wind vector
calculation for the targets begins. A first guess wind is interpolated from the model forecast at
the location and height of the target. This guess is used to calculate a position in the first and
third images of the sequence where the cloud feature should be. The image data within the
target and larger search box regions are read. A cross correlation is computed between the
target and subregions throughout the search box for the first pair of images. This is defined

as (in one dimension)
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where t refers to target pixels, s refers to search box pixels, and overbars designate the

means of the respective boxes. The highest correlated point, maximum CrossCorr value,
between the target array within the search box is found and the vector displacement between
these two points is calculated. This process is then repeated for the second image pair. Once
the intermediate wind vectors are determined, acceleration checks are performed. The
intermediate vectors are compared to each other. If the difference in the u- or v-component is
greater than 10 m s™, this vector is flagged as bad. The intermediate vectors are then
compared to an interpolated model forecast wind vector. Departures greater than 10 m s™
from the guess u- and v-components are flagged for each wind vector, although these are
still considered good wind vectors. Slow vectors, speed less than 3 m s and below 300 hPa
over land are flagged as bad; possibly indicating the tracking of a land feature.

There are two independent routines used for automatic quality control of the satellite-
derived winds. The first quality control routine utilizes the statistical properties of a computed
guality indicator for each wind vector through various consistency tests. The Quality Indicator
(Q) (Holmlund 1998, Holmlund et al. 2001) for each AMV is calculated by estimating
consistency in the intermediate wind vector pairs, spatial coherence, and the deviation from

the operational forecast. The tests have the general form of:

VL) Vx|
f OV, (% y) + Vo (%, y)] +1

(2)

where C is the consistency measure, V is an input value for each parameter (e.g., direction,

speed, and vector), and f is an empirically determined factor. The subscripts 1 and 2
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represent the first or second wind vector of the pair. A hyperbolic tangent function is applied
to the each consistency value to normalize them between zero and one. These values are
then weight-summed (all tests have an equal weight except the spatial test has double the
weight) and scaled by 100 to give a final range of zero to 100 for a single QI value. A QI
greater than 65 usually indicates a good wind.

The QI has been beneficial in the application of high-density winds, by providing a
consistent estimation of the comparative accuracy associated with each vector. The use of
the QI for data selection and error estimation can be improved further by combining it with
the Recursive Filter Flag (RFF) (Hayden and Purser 1995, Velden et al. 1997) computed in
the auto-editor. This second quality measure is a two stage, three-dimensional objective
analysis, based upon a recursive filter analysis, which utilizes weighted numerical model
information as a background field. Wind vector heights are also reassigned in this process
through a minimization of a variational penalty function.

This objective analysis is a successive approximation method but contains a unique
feature of locally varying scaling, which gives it greater flexibility over data which is spatially
non-homogeneous, such as satellite-derived winds. The general properties of the Recursive
Filter (RF) can be broken out into six areas (Hayden and Purser 1995):

1. The recursive filter: The algorithm in one-dimension is:

A=aA,+@Q-a)A, 0<a<l (3)
applied to a line of values A;, where i is the grid point index along a line. The A’ values

are forward smoothed, as i increases monotonically. The smoothing parameter (1-a)
controls the filter width. This is extended to three dimensions for operating on the

satellite winds.
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Gridpoint adjustment: In each pass, the influence of the data is interpolated back to

the grid points. This influence is weighted based on the quality (#4 below) and a
predetermined reliability (user-input, if known).

Successive approximation and locally varying scaling: The recursive filter is a

“successive approximation” technique where the spatial scale varies as multiple
passes through the data are made. This results in retaining finer details in the
analysis. Moreover, by using a locally varying scaling, the smoothing parameter
varies from one grid point to another based on the quality and density of the
surrounding data. This results in more smoothing in data void and low quality regions;
less smoothing in high density and good quality regions.

Quality control: The quality is determined from the deviation of the data from the

background field (see #5 below) and data consistency. Data consistency is implicit
after first pass, since the influence of data is interpolated back to the background in
each pass (#2 above). A pass-dependent tolerance is used to quality control the data.
This tolerance is decreased on successive passes since the background fit should
improve if the data are of good quality.

Initial background field: The initial background field is either a highly smoothed

analysis of the data or a user-controlled fit of the data to a model forecast. Because
the MODIS winds are not evenly distributed spatially, the latter is used with a

relatively loose fit to the forecast.

Final quality flag: The quality flag represents a combination of the fit of the
observation to the background and the quality of the neighboring analysis. This is

assigned to each satellite wind and varies from 0 (poor) to 100 (good).
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The wind vector heights are then optionally adjusted by minimizing a simple variational
penalty function, in the vertical, by using the initial three-dimensional wind analyses and the

model forecast (Velden et al. 1997):

2 2 2 2 2
B = Vm _Vi,j,k + Tm _Ti,j,k + Pm_Pi,j,k + ddm_ddi,j,k + Sm_sl,j,k 4)
m I:v Ft I:p I:dd Fs

where V = velocity, T = temperature, P = pressure, dd = direction, and s = speed. The

subscript m refers to an individual wind measurement, i and j are horizontal locations in the
analysis, and k is the vertical level. The denominators F, are user-defined weights that may
be varied to emphasize specific terms in the penalty function. For the MODIS winds, the

following weights are used (determined from statistical analysis of geostationary winds):

F,=7ms*
Fr=2°C
F, = 1.5 hPa

Faa = not used
F. = not used
The vertical search for a best fit is limited to 150 hPa from the initial assignment. The height
reassignment may fail if no minimum is found or if the minimum exceeds empirically
determined thresholds. In these cases the vector is rejected.
The second stage of the RF analysis uses as input the same vectors, but now with
reassigned heights, and the first stage analysis as the background field. The quality flag is

based on the fit of the observations to the analysis.
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2.2 Polar satellite winds algorithm

Typically, the geostationary satellites have been used to derive AMVs because they provide
the best temporal and spatial sampling for tracking features, but they are limited to regions
equatorward of 60° latitude. There have been several attempts at using AVHRR data for
tracking clouds over the polar regions, but they have been historically limited to case studies.
The use of polar satellites is problematic not only because of the temporal sampling (100-
minute orbits) and reduced overlap region from successive passes, but also this can only be
done over high latitudes where atmospheric conditions are additionally problematic: warm
clouds over a cold surface, persistent low-level inversions and isothermal layers that
potentially impact cloud height assignment, and lower water vapor amounts.

Since polar orbiting weather satellites have been in use longer than geostationary
satellites, one would surmise that cloud tracking has a longer history with polar data. This
certainly is the case as it began in the early 1960s. But, its history is not as continuous as is
the geostationary satellite-derived winds because the polar-orbiters do not provide adequate
temporal or spatial coverage in middle- and low-latitudes. The narrow swaths are available
only every 100 minutes, with little overlap for tracking cloud features except in the polar
regions.

Ted Fujita was a pioneer in remote sensing of atmospheric motion. He developed
methods to handle satellite images to make accurate inferences of winds possible with
TIROS pictures in the early 1960s. He introduced the concept of ‘movie loops’, to view a time
sequence of images, and the use of landmarks to align the images. When viewed in a time
sequence, cloud images from these satellites showed the potential for inferring atmospheric

motion. Fujita developed the necessary rectification and analysis techniques to make those
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satellite pictures useful for estimating the velocity of both low- and high-level winds. Fujita
also showed how satellite-viewed cloud shadows could be used to quantitatively determine
cloud-top height (Menzel 2001).

The next major effort was more than 20 years later when Turner and Warren (1989)
and Herman (1989) used AVHRR data to retrieve winds over the polar regions. Little
validation of the technique was done since the process was manual and there were very few
radiosonde observations to compare. When compared to rawinsonde winds, the AVHRR
winds were found to have an RMS difference of 6 m s™. Herman and Nagle (1994) compared
cloud-drift winds from AVHRR to gradient winds computed with the High-Resolution Infrared
Sounder (HIRS). The AVHRR winds were found to be comparable to the HIRS gradient
winds, with RMS differences less than 5 m s™. Herman and Nagle (1994) derived gradient
winds from polar orbiting sounders, concluding that they compared favorably with
rawinsondes and exhibited errors similar to other satellite-derived wind techniques. Zou and
Van Woert (2002) found that thermal winds from satellite-derived temperature profiles and
surface wind fields over mid-and high-latitude oceans had a bias. They thought the lack of
ageostrophic dynamics may contribute to this bias, as the only ageostrophy is in the
measured surface winds.

The current technique for deriving polar winds (Key et al. 2003; Velden et al. 2005)
uses the same algorithm designed for geostationary satellite data with a time-sequence of
MODIS satellite imagery over the polar regions. The use of MODIS data has distinct
advantages over AVHRR: higher spatial resolution, additional spectral bands (including a

water vapor channel), and more accurate geolocation.
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2.2.1 MODIS Data

NASA has two weather research satellites: Terra and Aqua. These polar orbiting satellites
carry the MODIS instrument which is a 36 channel imager consisting of visible/near infrared
(VNIR) channels at 250 m and 500 m resolution and thermal infrared (IR) at 1 km resolution
at nadir. The spectral range in the VNIR wavelengths is 0.4 to 2.1 um and in the IR, 3.6 to
14.3 um (Barnes et al. 1998). The instrument is designed for multi-disciplinary research, with
sensors in spectral bands for atmosphere, ocean, and land interests. For example,
atmospheric products determining clear-sky vs. cloudy conditions (Ackerman et al. 2002) and
deriving atmospheric profiles (Menzel et al. 2002) are routinely calculated. It is also used to
generate oceanic products, such as sea surface temperature (Brown and Minnett 1999), and
the serendipitous detection of internal waves caused by a tsunami (Santek and Winguth
2007).

The data, in Level 1B format, is acquired in near real-time from a NASA/NOAA
processing system at the Goddard Space Flight Center (GSFC). The Level 1B format
provides geolocated and calibrated radiances in the original satellite perspective. The
calibration procedure to convert sensor-output digital numbers to reflected radiance for the
VNIR bands and thermally emitted radiance for the IR bands is described in Guenther et al.
(1998). Additionally, a destriping algorithm is applied to the water vapor band to correct for
detector differences in the ten-element linear detector array (Barnes et al. 1998). An inverse
Planck function is used to convert IR emitted radiances to brightness temperatures (Petty

2004) in the winds generation code.
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2.2.2 Changes to winds algorithm

The CIMSS winds algorithm has evolved for more than 30 years. The options, parameters,

and default settings were tuned to the temporal and spatial characteristics of images from

geostationary satellites. Previously, no attempt had been made to track cloud features from

polar orbiting satellite data using this software, therefore adjustments and changes were

necessary. Significant algorithm changes include:

1.

the ability to use higher bit-depth in the raw data for tracking features. The original
method used 8-bit values (a grayscale range of 0 to 255) which were based on the
brightness temperature of the pixel: 1° C change in brightness temperature was a unit
change in grayscale. This would smooth the details in the 10-bit MODIS data,
especially in the water vapor channel, to the point where features could not be
tracked in the dry Arctic atmosphere.

adding a parallax correction to account for changing viewing angles of features from
different passes in the image triplet.

adding the polar stereographic projection transform. Previously, the code would track
only in the original satellite projection. This is not applicable to the MODIS swaths
since the tracking algorithm operates on rectangles of data assumed to be in the
same geographic projection. Features in unremapped MODIS images would change
in shape and orientation from pass-to-pass due to different viewing angles.
Reprojecting to a polar stereographic view removes that variability.

disabling a zenith angle check that is used for GOES to prevent tracking features too
close to the limb of the earth. This was disabled for MODIS because once the data
are remapped to a polar stereographic projection, the zenith angle information for the

pixels is lost. Also, this issue is not as significant for MODIS because few features are
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tracked near the edge of the pass (high zenith angles) because the majority of the
overlap is in the center of the pass (Figure 3).

5. correcting bugs found while tracking near-polar features. There were problems if
features crossed very close to the poles and crossed over the dateline. The algorithm

still will not target in the region poleward of 89° latitude, but this area is on the fringe

of the MODIS passes and not likely to produce good quality winds (Figure 3).

Figure 3: Coverage from three successive passes, 100 minutes apart, are depicted as
red, green, and blue. The gray area is the region where the three passes overlap and
winds are derived (shown as wind barbs).
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There were also adjustments to existing user-configurable parameters:

1.

the target box size and search box size were tuned for higher spatial and lower
temporal resolution compared to GOES. This resulted in using a much larger search
box as features move much further in ‘image space’ in 100 minutes at 2 km resolution
compared to 15 minutes for GOES images at 4 km resolution. Also, the GOES search
box is rectangular, longer in the east-west direction, to reduce computation time in the
predominantly west to east flow in mid-latitudes. The search box is square for MODIS
because even though the flow is primarily in a meridional direction, the tracking is in a
‘circular’ direction in a polar stereographic projection.

the use a different correlation routine for tracking features. It was found through
testing that a cross correlation method for tracking features gave better spatial
coverage than using the Euclidian norm correlation. The Euclidian norm has been
used in GOES for many years and NESDIS uses this correlation technique for their
production of the MODIS winds. NWP sites have noticed some difference in their
statistics between the CIMSS- and NESDIS-produced MODIS winds because of the

correlation difference, but the impact to the global forecasts is still very similar.

2.2.3 Polar orbhitissues

The polar wind retrieval methodology builds on the cloud and water vapor feature tracking

approach used with geostationary satellites. It is therefore necessary to track features over

time in a sequence of images. Statistical analysis of visible, infrared, and water vapor wind

datasets from geostationary satellites versus rawinsonde data have shown that the optimal

processing intervals are 5 minutes for visible imagery at 1 km resolution, 10 minutes for

infrared imagery at 4 km resolution, and 30 minutes for water vapor imagery at 8 km
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resolution (Velden et al. 2000). For polar orbiting satellites, which circle the earth every 100
minutes, this temporal resolution is not possible with single satellite tracking.

Unlike the geostationary satellite which views an entire hemisphere at once, polar
orbiting satellites view the polar regions with partially overlapping swaths taking an entire day
to completely cover the area poleward of about 70° latitude. Figure 4a shows the frequency
of time differences between successive overpasses at a given latitude-longitude point during
one 24-hour period with a single satellite (Terra). The points show only those overpasses
where the MODIS sensor would view the earth location at an angle of 50° or less. At larger
scan angles the sensor would view the area near the pole on every overpass. At 60° latitude,
there are two overpasses separated by about 10 hours and 13 hours. No useful wind
information can be obtained at this latitude with only one satellite. At 80° latitude, there are
many views separated by an orbital period of 100 minutes, but there is still a 13-hour gap
each day. For other longitudes, the gap will occur earlier or later in the 24-hour period, so
that the entire polar area will be covered by multiple overpasses over the course of a day.
Although the 100-minute temporal sampling is significantly longer than the optimal
processing intervals for geostationary satellites, in theory wind vectors can be obtained
during part of every day for the area poleward of approximately 70° latitude.

Figure 4b shows the coverage with two satellites: Terra and Aqua. Temporal gaps of
a few hours still exist at the lower latitudes of the polar regions, but at the higher latitudes the
temporal coverage is very good. Given that geostationary satellites provide reliable wind
information equatorward of about 60° latitude, near-global coverage can be obtained if polar-
orbiting satellites are used for high-latitude coverage poleward of 70°. Note that there still

remains a gap from about 60° to 70° latitude.
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Satellite Overpasses by Latitude on 30 March 2003
One Satellite: Tarra
Longitude: O; Maximum scan angle: 50 degrees
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Satellite Overpasses by Latitude on 30 March 2003
Two Satellites: Terra and Agqua
Longitude: 0; Maximum scan angle: 50 degrees
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Figure 4: Satellite overpass frequency dependency on latitude. a) Top figure is for one
satellite, Terra. b) Bottom figure for two satellites, Terra and Aqua.

The methodology employed for wind vector estimation requires three successive

images for winds retrievals. Using a triplet, rather than a single pair of images, provides two
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vectors for each target. This aids in the quality control by requiring a level of consistency in
the vector pairs. However, this reduces the coverage of the polar winds by requiring the
overlap of three consecutive passes (Figure 3). With geostationary satellites, the spatial
coverage is constant. With a polar-orbiting satellite, the coverage from each successive orbit
changes, so wind retrievals can only be done for the area of overlap between successive
orbits. This is illustrated in Figure 3. Three successive passes over the Arctic are colored red,
green, and blue; the overlap area is shades of gray. For each 200-minute time period (three
successive orbits each separated by 100 minutes), wind vectors can be obtained in this

overlap region.

2.2.4 Processing the MODIS passes

The MODIS Level 1B files are acquired in near real-time from the GSFC. The delay from
real-time is generally from two to four hours. The files, a granule, contain 5 minutes of swath
data; it takes two to four granules to cover our region of interest in the polar region. The
original swath data, as scanned by the MODIS instrument, is 1 km resolution at nadir for the
infrared channels. The data are remapped to a polar stereographic projection at 2 km
resolution (true at 60° latitude). The lower resolution is chosen because: a) reprojecting at a
higher resolution will result in pixel replication away from nadir; b) there is not an advantage
of a high spatial resolution when the temporal resolution is 100 minutes (Jedlovec and
Atkinson 1998). Images are then composited to form a single pass over the pole. The
resulting images are 2800x2800 pixels, which covers the region poleward of 70° latitude
(Figure 3).

Cloud and water vapor tracking with MODIS data is based on the established
procedure used for GOES (section 2.1 Geostationary satellite winds algorithm). The following

settings are used with the MODIS data:
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* Cloud features are tracked in the infrared (IR) window band at 11 pm

* Water vapor (WV) features are tracked in the 6.7 pm band

e Targeting is performed using 13x13 pixel (26x26 km) boxes

* The gradient threshold for a valid target is 7° C for the IR, 1° C for the WV
e The cross correlation method is used to locate targets in the search box

e The search box is 50x50 pixels (100x100 km)

2.2.5 Parallax

An issue usually ignored when tracking features in geostationary images is parallax: the
apparent displacement of a feature above ground that results from non-nadir viewing angles.
Parallax is not as important in geostationary data because the change in parallax between
images is usually insignificant as the features move very little with respect to the scanning
geometry of the sensor. This is unlike images from polar orbiting satellites where the view
may change substantially, orbit-to-orbit.

A cloud that is viewed off-nadir will appear to be further from the nadir position than it

actually is (Figure 5).
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Figure 5: Off-nadir viewing of a cloud from a satellite.

The greater the viewing angle, the greater the displacement. For example, at 700 km from
nadir the apparent location of a cloud with a height of 5 km will be approximately 5 km further
from nadir than its actual position (Figure 6). At a 1000 km from nadir the displacement is 7
km. The displacement is not the same for a feature from one orbit to the next, as the viewing
geometry and the actual cloud position change. Figure 7 illustrates that in this idealized
overlap region, the speed error due to parallax for a 5 km cloud is generally less than 1.5 m
s™. This theoretical error is confirmed in statistics from a three-week period that resulted in a
mean speed error of less than 1 m s*.  Also, it's important to note that the MODIS
geolocation values have been adjusted for terrain elevation, which means the error due to
parallax is inherently less over high terrain. See Appendix A: Parallax Correction for details

on how the parallax is determined and applied to the wind vectors.
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Figure 7: Error in wind speed (m s™) due to parallax shift. The parallelogram
approximates the overlap region in three orbits as seen in Figure 3.

2.2.6 Atmospheric considerations

The meteorology over the Arctic and Antarctic presents challenges in remote-sensing and

the wind-derivation process over what is typically encountered in middle- and lower-latitudes.
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The cold, dry air over an ice (or very cold) surface is further complicated by the high terrain
regions of Greenland and the Antarctic continent. The primary problem is in the height
assignment algorithm where these environmental conditions have not been strictly accounted
for:

1. There is a persistent low-level inversion evident in a profile of the Arctic standard
atmosphere (Figure 8). This inversion, and possible isothermal layer, near 900 hPa
could result in assigning a wind at an incorrect level because the clouds are thin and
warmer than the surface. Since the height assignment routine begins at the top of the
temperature profile and descends through the atmosphere to find the height that
corresponds to the cloud brightness temperature, these clouds will appear too high in
altitude. Nevertheless, this has not caused problems because many of these are
filtered out in the quality control process and all NWP centers only retain high-altitude
winds over land (generally above 600 hPa). This threshold is also applied to winds
from geostationary satellite images.

2. Because of the dry conditions in the polar regions, there are fewer clouds for tracking
compared to lower latitudes. Therefore, the majority of the MODIS winds are derived
from water vapor images, many of those are designated as clear-sky. Since there is
less than 1 cm of total precipitable water, on average, over the Arctic even in the
summer (Figure 9), tracking features in the water vapor channel are potentially
problematic. At times, surface features are apparent even though the channel peaks
in the mid-troposphere. In these very dry situations, the water vapor targets will

probably be assigned a height that is too low. This effect has not been quantified.
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Figure 8: Standard atmosphere profile showing the persistent low-level inversion in
the Arctic region (courtesy of Jeff Key).
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Despite these two major issues, the MODIS winds are still of value because the filtering and
quality control at both CIMSS and the NWP sites will remove many of these erroneous
winds. However, it is recognized that improvements to the current techniques should result in

more and better quality satellite-derived winds.

2.2.7 Validation of MODIS polar winds

Rawinsondes are traditionally used to determine the accuracy of the satellite-derived winds.
Validation of the MODIS winds is complicated by the lack of an extensive network of
rawinsondes in the polar regions (Figure 1). Nevertheless, the following tables show that the
MODIS winds have comparable errors to the geostationary satellite-derived winds.

Table 1 contains the Arctic statistics for the first MODIS winds experiment, a 30-day
case study from 5 March to 3 April 2001 (more details on this winds dataset in the section
Early Experiments). From a total of 927,000 winds at all height levels, there were 27,000
vectors within 150 km and +/- 1.5 hours of a rawinsonde report, which are the standard
criteria used by NESDIS for comparison. This means only about 3% of the total winds
generated were compared to rawinsondes. This is not solely due to the scarcity of
rawinsonde locations but also to their availability every twelve hours. Since there are very
few upper-air observations over the Antarctica, no statistics were computed in the southern

polar region.
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Table 1: Comparison (m s™) of Terra MODIS satellite winds, at all levels, to
rawinsondes. Northern Hemisphere: 27,000 samples (90% WV) 5 March to 3 April 2001.

All levels Satellite wind Guess wind Rawvivrilrslgnde
NRMS difference 0.57 0.53
RMS difference 8.11 7.29
Average difference (Vdiffean) 6.87 6.10
Standard deviation (Vdiffgy) 4.32 4.00
Speed bias -0.58 -1.14
Speed (Savg) 14.31 13.76 14.89

The satellite-derived wind statistics are based on the vector difference between the MODIS

and the rawinsonde winds using the following equation:

Vdiff = /(T -u)? + (v -v)? (5)
where u, v are the satellite vector wind components and the overbar variables are the means
from the rawinsonde. The guess wind statistics are determined similarly by using time and
space interpolated guess winds to the MODIS winds locations. The RMS and normalized

RMS (NRMS) differences are computed from the Vg values by:

RMS = Vdiff 2 +\Vdiff2, 6)

NRMS = RMS/ S, (7)
where S, is the average speed.

The quality of the MODIS satellite winds in this first experiment is slightly less than
the background guess wind, except for the speed bias which is better by about 0.5 m s™. The
lower quality is not too surprising considering that clouds and water vapor features are not

always true tracers of atmospheric motion at a specific level, but comparable errors to the
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background field indicate that there should be real value in satellite-winds in data void
regions. This is confirmed with the positive impact in forecasts using these polar winds.

An additional validation metric for determining the representativeness of the errors in
the MODIS winds is to compare them to the errors in geostationary satellite winds. Recent
statistics in Table 2 (GOES-12) and Table 3 (Terra MODIS) show similar values to the initial

statistics computed in the first experiment.

Table 2: Comparison (m s™) of GOES-12 WV satellite winds to rawinsondes.
Northern Hemisphere: 20,300 samples in December 2006.

All levels Satellite wind Guess wind Rawinsonde wind
NRMS difference 0.28 0.24
RMS difference 7.72 6.80
Average difference 6.35 5.53
Standard deviation 4.40 3.96
Speed bias -0.07 -1.12
Speed 27.97 26.91 28.04

Table 3: Comparison (m s™) of Terra MODIS WV satellite winds to rawinsondes.
Northern Hemisphere: 4,600 samples in December 2006.

All levels Satellite wind Guess wind Rawinsonde wind
NRMS difference 0.44 0.41
RMS difference 6.79 6.37
Average difference 5.64 5.25
Standard deviation 3.79 3.61
Speed bias -0.43 -1.03
Speed 15.19 14.59 15.62
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Note that the NRMS difference in the MODIS winds is much higher than the geostationary
winds. This is due to the average wind speed is much faster for the GOES-12 winds, with the
RMS differences about the same. One would expect lower speeds in the MODIS winds to
result in smaller errors, but this discrepancy may be the result of the 100-minute time interval

between images resulting in more variability in the winds.



36

3. Use of polar winds in global models

Several polar winds experiments were designed and implemented in collaboration with
various NWP centers to assess the impact of the MODIS winds in global model forecasts
(Key et al. 2005). As the value of these winds were recognized and put into more operational
models, the technology developed at CIMSS for producing winds from polar orbiting satellites
was transferred to NOAA/NESDIS, where the MODIS winds are now part of the operational
suite of products. This section examines the early experiments, the difficulties with
assimilating satellite-derived winds in numerical models, the impact on forecasts, and the use

of the MODIS winds at operational NWP centers.

3.1 Early experiments

It was determined that a one-month dataset of polar winds would be the minimum needed to
gauge the impact of the polar winds in forecasts. NASA’'s Data Assimilation Office (DAO),
now the Global Modeling and Assimilation Office (GMAQO), and the ECMWF were the first
two modeling centers to test the impact of the MODIS winds. In preparation for generating
the winds dataset, several thousand MODIS granules (a five-minute swath of data) were
retrieved from the GSFC Distributed Active Archive Center (DAAC). The granules were then
remapped, composited, and processed through the winds algorithm. This procedure took
about six months to complete and resulted in the generation of over 1.6 million vectors,

summarized in Table 4. Basic statistics of the MODIS winds over the Arctic are in Table 1.
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Table 4: Number of MODIS winds from Terra derived in the first experiment:
5 March to 3 April 2001.

Water Vapor Infrared Total
Arctic 780,000 147,000 927,000
Antarctic 634,000 126,000 760,000

The DAO and ECMWEF independently came to the same conclusion: when the
MODIS winds are assimilated, forecasts of the geopotential height for the Arctic, the
Northern Hemisphere extratropics, and the Antarctic are improved significantly, especially in
the three- to five-day forecasts (Key et al. 2003).

The success of this first experiment resulted in implementing a processing system
that would generate the winds routinely, in near real-time, for continuous input into numerical
models. This was developed at CIMSS (Santek et al. 2002; Santek et al. 2004) and later a
nearly equivalent processing system was implemented at NESDIS.

As more NWP centers began using the winds routinely, a second experiment was
designed for all users of the winds to determine the impact over a specified time period. The
goal was to examine how the impact varied between different numerical models. Wind sets
were generated by both CIMSS and NESDIS for this experiment entitled MOWSAP (MODIS
Winds Special Acquisition Period). MOWSAP ran from 1 January 2004 to 15 February 2004.
Appendix B: Polar Winds Impact Reported at IWW summarizes statements from modelers at
the Seventh International Winds Workshop (IWW) on the impact polar winds have on

forecasts.
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3.2 Data assimilation issues

NWP centers have difficulty assimilating satellite-derived AMVs for a variety of reasons and
it's not done consistently throughout the modeling community. Despite these shortcomings
and variability in use, the MODIS winds have shown a positive impact in forecasts at many
different NWP centers. Although no attempt was made to account for these problems in the
current research, a summary of these issues is presented below as evidence that “poor data”
(data lacking complete error characterization) can provide useful information in data void
regions:

1. There is little error information provided with each observation. There are quality
measures which assist in distinguishing a good from a poor vector, but thresholds are
empirically determined by each NWP center. What is needed by the assimilation
system is errors in the same units as the measured observation: m s™ for the u- and
v-components and hPa for the assigned level.

2. There are spatially correlated errors in the wind derivation technique. This violates an
assumption of the assimilation process that observation errors are not correlated.
These errors are on the order of 3 m s and are due to (Bormann et al. 2003):

a. The use of forecast temperature and humidity profiles for the height
assignment. These profiles inherently have spatially correlated errors and
mostly likely contribute to the largest AMV correlated error.

b. Tracking targets in nearby regions may result in similar height assignment and
tracking errors.

c. The quality control techniques tend to favor winds that are consistent with

nearby winds.
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The winds algorithm assigns a single level to the vector, although it is well-recognized
that clear-sky water vapor winds represent a layer (Rao et al. 2002).
Varying thresholds, weights, and blacklisting criteria are used by the different NWP

centers. This is discussed in detail below.

3.2.1 Filtering the MODIS winds

Usually, not all AMVs are assimilated. A proven blacklisting scheme, used with the

geostationary AMVs, is applied to the MODIS winds. For example, thresholds related to

guality indicators, vectors too close to the surface, and speeds that deviate too much from

the model background are applied to filter the winds. From Zapotocny et al. (2007), the

MODIS winds were not assimilated by the Global Data Assimilation System (GDAS), which is

used with the NCEP’s GFS model, if:

1.

they were above the tropopause. Some MODIS winds are erroneously tagged above
the tropopause due to problems in height assignment near that inversion and using a
forecast temperature profile.

they are closer than 200 hPa to the ground.

the difference between the observation and the model background is greater than
7ms™

the RFF is greater than or equal to 65 (see section 2.1 Geostationary satellite winds

algorithm section for details on the RFF).

MODIS winds are incorporated similar to the geostationary winds with the same assimilation

weights and the use of the re-assigned heights from the auto-editor.

However, the criteria vary among the different NWP centers. In comparison, the ECMWF

uses winds if (Bormann and Thépaut 2004):

1.

they are above 400 hPa over land.
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2. they are above 700 hPa (IR) and 550 hPa (WV) over water.
3. the QI exceeds a varying threshold, dependent upon the latitude, spectral channel

(IR, WV, or Visible), and altitude (Rohn et al. 2001).

Other criteria are used to thin the data (minimum spacing between vectors) and discard
vectors that deviate too much from the first guess field (Rohn et al. 2001).

Another criterion is the timeliness of the data. If the winds are not available by the
assimilation cutoff time, they can not be used. Bormann and Thépaut (2004) determined that
only about 20% of the winds generated are not available in time for assimilation for the
ECMWF model.

Each center has derived its own list of thresholds and criteria for blacklisting satellite-
derived winds. Despite these differences, the impact of the MODIS winds on forecasts is

significant and some representative examples are presented in the next section.

3.2.2 Measuring the impact on forecasts

The typical method used to determine the quality of a forecast is the calculation of the
anomaly correlation. The anomaly correlation is defined as the correlation between the
predicted and analyzed anomalies of the variables. These anomalies are deviations from the
mean climatological values (Krishnamurti et al. 2003). The anomaly correlation coefficient

(ACCQC) is defined as:

e -2z e, -z)- =]
V2lee -2)- G-z sl -2)-& =]

ACC =

(8)

where Z is the geopotential height (usually 500 or 1000 hPa) and the subscripts refer to F

(forecast), C (climatology), and V (verifying analysis).



41

Examples from two NWP sites are used to illustrate different ways the ACC score is
presented, for example: mean ACC values vs. forecast day or as a time series of daily values
for a specific forecast day. Figure 10, from ECMWF, is the classic signature that the MODIS
winds have on forecasts. This represents a monthly mean from the first experiment in March
2001. Over the Northern Hemisphere, the MODIS winds have neutral impact on the forecasts
out to about two days. From Day 3 to Day 5 a positive impact is evident and increases later
in the forecast period. How much of this hemispheric improvement is only due to a significant
improvement in the polar regions? Bormann and Thépaut (2004) reported a statistically
positive impact in the Day 8 forecast over Europe and the N. Atlantic Ocean for an
experiment in the summer of 2002. They found that the largest improvement over Europe
was dependent on synoptic flow, being more sensitive to north or northwesterly flow over the
N. Atlantic. Riishojgaard and Zhu (2004) reported a slight positive impact in the Day 5 mid-
latitude-only ACC score, being more significant in the Southern Hemisphere. These findings
would indicate that changes in the polar regions in the analysis are propagating into mid-
latitudes in later forecasts. One mechanism to explain this is shown in Figure 11. This is a
conceptualized view of the indirect circulation near the jet stream: parcels descending from
the mid-troposphere poleward of the jet to lower levels in mid-latitudes. Figure 12 gives the
actual trajectories based on NCEP’s GFS model forecast, showing that it only take 48 hours
for an air parcel to move from the mid-troposphere over Siberia to low levels over the

western US.
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Figure 10: Anomaly correlation for 500 hPa geopotential, each experiment verified
against its own analysis. Forecast scores are the correlation between the forecast
geopotential height anomalies, with and without the MODIS winds, and their own
analyses. (Courtesy of ECMWF)
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Figure 11: Meridional cross-section from the equator to the pole (from Palmén and
Newton, 1969).
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Figure 12: The ribbons depict trajectories originating in Siberia that arrive in the
western US in about 48 hours, descending from about 8-9 km to the surface. The left
panel shows the vertical descent; the right panel is a view from the top to show the
horizontal displacement. These are extracted from forecast fields of u,v,w from the
GFS model initialized at 17 September 2004 at 0000 GMT.

The daily scores of the 500 hPa ACC show an interesting signature that has been
observed by more than one center (Figure 13 and Figure 14). Figure 13 is a one-month
period in the summer of 2003 for the 60-hour forecast. On any given day, the impact of the
MODIS winds is very small: sometimes better, other times worse. However, towards the end
of the period there is a forecast bust, where the ACC drops significantly*. The drop in the
ACC is much less for the forecast including the MODIS winds. Figure 14 is from the GFS
during the late-summer 2004 and a similar impact is observed. Riishojgaard et al. (2006)

found that in mid-latitudes the “main contribution of the MODIS wind observations is to

reduce the severity of the forecast busts.” This implies that some poor forecasts may be the

! It is not known to the author how much a single forecast bust improvement in the ACC would impact
a monthly mean (as in Figure 10).
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result of a lack of information about high-latitude weather systems (Bormann and Thépaut

2003) that subsequently impact the mid-latitude flow.

Period: 2003061212 - 2003070912
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Figure 13: 60-hour ACC for the northern hemisphere 500 hPa geopotential heights
from the Deutscher Wetterdienst (DWD) global model. Time period is from 12 June to 9
July 2003 (from Cress 2004).
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Figure 14: GFS 120-hour ACC for the northern hemisphere 500 hPa geopotential
heights from 11 August to 22 September 2004.

In addition to the ACC score, other parameters have been used to determine the
impact of the MODIS winds on forecasts. Figure 15 depicts accumulated snowfall for a 5-day
forecast (Bormann and Thépaut 2003). The top panel is the control run (no MODIS winds),
the middle panel included the MODIS winds, and the bottom panel is the verifying analysis.
The forecast with the MODIS winds is much better than the control, which was due to a
modification of a low pressure system north of Alaska (not shown). As the low moved
southward across Alaska during the forecast period, it was not as intense as the control had

it, resulting in less precipitation in southern Alaska.
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C ontrol

Analysis

Figure 15: Accumulated snowfall forecasts (mm water equivalent) over Alaska for 20
March 2001. Inclusion of MODIS winds in the analysis produced a more accurate
forecast. Top is the snowfall from the 5-day Control forecast (no MODIS winds);
middle is the snowfall from the 5-day forecast that included the MODIS winds in the
analysis; bottom is the snowfall from a 12-hr forecast for verification (“truth”).
(Courtesy of ECMWF)
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3.3 Operational use of MODIS winds

The positive impact of the MODIS winds has been documented in the literature (Key et al.
2003; Pauley and Pauley 2004; Bormann and Thépaut 2004; Pauley and Pauley 2005;
Zapotocny et al. 2006). The consistent results between NWP centers resulted in all of the
major centers to include the polar winds in their global operational models. Table 5

enumerates the sites along with their operational begin date.

Table 5: Operational use of MODIS Polar Winds as of January 2007

NWP Site Operational Begin Date
ECMWF January 2003
European Centre for Medium-Range Weather
Forecasts
GMAO Unknown
Global Modeling and Assimilation Office
JMA May 2004
Japan Meteorological Agency
CMC September 2004
Canadian Meteorological Centre
FNMOC October 2004

US Navy, Fleet Numerical Meteorology and
Oceanography Center

Met Office January 2005
United Kingdom
NCEP November 2005
National Centers for Environmental Prediction
DWD Early 2006

Deutscher Wetterdienst
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4. Model experiments

There are two types of data used in this study: the satellite-derived winds and the output of
the model runs that include the satellite-derived winds (and a control). The previous sections
provided some background information and statistics of the MODIS winds. But, the primary
data used in the analysis in the following sections are model output from experiments run
using the GFS and the Navy Operational Global Atmospheric Prediction System (NOGAPS)
models.

There are many remotely-sensed measurements over the polar regions from polar
orbiting satellites that are assimilated into global forecast models, but their measurements
don’t stop there as they extend to all latitudes along the path of the satellite. The one
exception is the MODIS winds, as they are only poleward of 65° latitude, and for this reason
they are a unique dataset to investigate their global impact. The ability to routinely derive
winds from a sequence of polar orbiting passes was developed at CIMSS in 2001 for the
primary purpose of determining the impact that polar winds have in global numerical model
forecasts. Since then, it is estimated that over 100 million winds have been produced and
retrieved by NWP sites worldwide.

Our collaborations with the NWP centers that make use of the MODIS winds resulted
in our ability to have access to the output of some of the experimental runs for analysis. Data
was acquired for the GFS model from NCEP and for the NOGAPS model from the Naval
Research Laboratory (NRL); the primary analysis used the GFS output. As a check on how
representative the polar winds assimilation was in the GFS, output from the NOGAPS was
examined. Also, output from global Advanced Microwave Sounding Unit (AMSU) radiance

assimilation was qualitatively compared to the polar winds impact in terms of the magnitude



49

and geographic influence. The AMSU radiances are a much different data type (global
coverage and they directly affect the temperature field) and they provide an interesting

contrast to assimilating a mass-based parameter only over the polar regions.

4.1 MODIS winds assimilated in the GFS

Using the operational version of the NCEP’s assimilation system (GDAS) and the pre-
operational model (GFS), a side-by-side experiment was run for a six-week period from 10
August to 18 September 2004, with and without the MODIS polar winds®. This model has a
resolution of T254 with 64 layers (Jung et al. 2007). T254 corresponds to a horizontal grid
point spacing of approximately 0.5 degrees. Cases were chosen well into the experiment so
that any ‘data shock’ adjustments are not an issue in interpreting the differences in the model
runs.

The GFS model output was provided in GRIdded Binary (GRIB) format on constant
pressure surfaces at 50 hPa intervals. The precision of the output variables is 0.1 units.

Several cases within this period have been examined to determine how winds in the
polar regions may affect the height and wind fields into the lower latitudes. Since the largest
impact reported by NWP centers is in the 3- to 5-day forecast, the ACC for the 120-hour
forecast is used to choose the cases (Figure 14). Forecasts for five cases were chosen

based on the ACC and long-lived tropical cyclones (Table 6).

2 Zapotocny, personal communication, 5 February 2005; Jung, personal communication, 11 April
2005.
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Table 6: Five cases from September 2004. The ACC values are northern hemisphere,
120-hour forecast for all wave numbers.

Day MODIS ACC Control ACC Comments
Case 1: 06 Sep 2004 0.77 0.76 ACC similar
Case 2: 07 Sep 2004 0.71 0.78 MODIS ACC worse
Case 3: 11 Sep 2004 0.82 0.82 Hurricane lvan
Case 4: 12 Sep 2004 0.86 0.84 ACC similar
Case5: 17 Sep 2004 0.55 0.45 HFS{ﬁﬁiitebﬁiﬁ

The five cases chosen include positive, neutral, and negative forecast impact and two
Atlantic tropical cyclones, Ivan and Karl. Even though it is late summer and the dynamics are
stronger in the southern hemisphere, cases in the northern hemisphere were chosen
because the verification of the forecast is better in the north (due to more traditional

observations) and to investigate the impact on hurricane track forecasts.

4.2 Additional model experiments

In addition to the MODIS winds in the GFS model, two additional experiments were
investigated: the assimilation of MODIS winds in the NOGAPS model and AMSU radiances
in the GFS. Although these additional datasets are in two different years (but during the
same season), they do provide a qualitative measure of how representative the impacts
observed in the analyses and forecasts are, compared to when the same data type is used in
a different model and a different data type is assimilated into the same model.

An experiment similar to the GFS was performed using the NOGAPS model for the
same season in a different year, 2005. The models are both spectral but the assimilation
systems are different. The GDAS (input to the GFS) uses the Spectral Statistical

Interpolation (SSI) scheme, while the Naval Research Laboratory Atmospheric Variational
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Data Assimilation System (NAVDAS) (Daley and Baker 2001) (input to the NOGAPS) is a
gridpoint assimilation system. This difference may be important in how and where the
MODIS winds impact the analysis.

The third experiment uses the GFS model assimilating global AMSU radiances, which
are run for the same season, but in yet a different year (2003). It is important to note that this
dataset is global and is included as standard data in the MODIS winds experiment,
conducted in 2004.

Since the other experiments are in different years, they cannot be directly compared,
but instead the patterned features of the differences are important. This is a qualitative
measure of how the data affect the forecasts by examining how the patterns of the difference

features are similar or dissimilar in the different experiments.

4.3 MODIS winds dataset

MODIS winds derived operationally at NOAA/NESDIS are input in the GFS model. These
winds are very similar to what is produced at CIMSS. The primary difference in the
processing is that NESDIS uses the Euclidean norm correlation, while CIMSS uses the cross
correlation technique. It appears that the cross correlation method result in more wind
vectors in regions of weak gradient. NWP centers have evaluated both sets of winds and
have found very similar impacts from both. This is probably due to the filtering and thinning
which substantially reduces the winds vectors that are actually assimilated.

The wind coverage for a specific assimilation cycle is shown in Figure 16. The 0000
GMT run uses winds from 2100 to 0300 GMT available by 0600 GMT. This results in good
coverage over the Arctic except from 0 to 60 E. Therefore, 83% of the region north of 70°N

latitude has MODIS wind observations at each assimilation time. The 60 degree gap appears
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in different areas of the polar region depending on the time of day. For the five case studies,
Table 7 summarizes the number of winds generated at CIMSS, which are generally higher

than those from NESDIS.

/ \}sa o - Hlm 4 \—I;JWW\

Figure 16: MODIS wind coverage for the 0000 GMT assimilation cycle on 06 September
2004. There are about 21,300 winds at this time: +/- 3 hours from model run time,
arriving by 6 hours after the synoptic time.
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Table 7: Number of MODIS wind observations that are potentially available for the 0000
GMT cycle for the five case studies.

Day Number of Winds
06 Sep 2004 21,300
07 Sep 2004 12,271
11 Sep 2004 15,075
12 Sep 2004 7,115
17 Sep 2004 15,303

There are many fewer winds on 12 September 2004. Since the winds-generation process
runs in an unattended mode, there are several common problems that have been observed
that cause many fewer winds to be generated: problems with the processing of the raw

MODIS data at the GSFC, missing background grids, and networking issues.
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Possible mechanisms that propagate polar AMV information into
lower latitudes

Two areas are investigated to explain the differences in the two model runs: data assimilation
and dynamics near the jet stream. A few aspects of data assimilation are presented because
the addition of any data results in adjustments to the model atmospheric state. For example,
the mass balance is affected by adding wind information and the temperature field is affected
by the inclusion of satellite radiances. Once the data are assimilated, differences in the
analysis and subsequent forecasts are examined in terms of dynamical parameters based on
the available model output fields. These differences will be used to explain how the addition

of polar winds can affect lower latitude weather systems.

4.4 Data Assimilation

The effect of MODIS winds on the GFS analysis may be due, in part, to factors inherent in
the assimilation system, such as a dynamic bias correction, spectral assimilation, and gravity
waves. These can spread over the entire domain very quickly; faster than atmospheric

dynamics can explain.

4.4.1 Dynamic bias correction

A bias correction is a statistical technique to account for systematic errors in the
observations, which is important since the assimilation system assumes only random errors
are present. A dynamic bias correction for satellite radiances is built into the GDAS, which is
unlike other observations (such as, rawinsondes) where the bias correction is applied outside
the assimilation. This correction accounts for the combined biases in the radiative forward
model, instrument, number of vertical levels, airmass, etc. which can not be determined

independently. However, this dynamic bias correction may result in changes to the analysis
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in regions far away from the observed radiance data or from the inclusion of other types of
data. Two examples follow.

Su et al. (2001) showed that the assimilation of GOES imager water vapor radiances
had a similar impact over the Indian Ocean as they did within the GOES-8 and GOES-10
coverage areas in the western hemisphere. In this case, the bias correction for AMSU-B and
HIRS radiances changed slightly, which spread throughout the entire model domain.

The addition of the MODIS winds may affect the radiance bias correction as when
satellite winds are added, an adjustment takes place in the height field (conservation of
momentum), which in turns affects the temperature field (thermal wind balance constraint),
which alters the radiance bias correction, which propagates globally. Therefore, adding
MODIS winds has a direct effect on the satellite radiance bias correction. It is not known how
large this effect is.

The GDAS bias correction is dynamic. It starts with a guess from the previous
analysis and is modified within the analysis. NAVDAS uses a static bias correction. Having a
static bias correction would mean the effects would not propagate globally quickly. Instead, it

would occur through the forecast®.

4.4.2 Spectral assimilation

The SSI (Parrish and Derber, 1992) used in the GDAS has two characteristics that may
make it difficult to interpret how the addition of data affects the forecast:
1. All the data are interpolated globally. The weighting is less for observations farther

from the grid point, but it is evident in poorly observed regions.

3 Jung, personal communication, 15 August 2005.
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2. The analyses are initialized as an independent step resulting in adjustments away
from the data. This initialization is necessary to correct for any imbalance in the mass
and temperature fields that could result in amplifying gravity waves.

These result in changes in regions away from the observed data, which will undoubtedly
affect the forecasts. Examining difference fields in the analyses may give an indication of
how important these characteristics are, but it is complicated by the fact that MODIS winds
are continually assimilated so their affect is cumulative. This will be most evident in data void

regions.

4.4.3 Gravity waves

Gravity waves may affect the entire circulation in just a few time steps, in as little time as a
few minutes. Grid point models may change the fields farther away faster through gravity
waves than spectral models. Even though spectral models truncate to a certain maximum
wave number every time step, changes to all fields will still occur rather quickly and spread

throughout the entire domain®.

4.5 Dynamics

The classic equator-to-pole cross-section from Palmén and Newton (1969) (Figure 11)
illustrates the importance of understanding the state of the atmosphere near the polar jet
stream, the vehicle carrying synoptic-scale weather systems. Equatorward of the jet is where
the primary observing network is. The MODIS winds are derived generally poleward of the
polar jet, where conventional weather observations are relatively scarce. One would expect

that this information would improve the representation of the mass field in the model. Thus,

* Zapotocny, personal communication, 15 Aug 2005.
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the circulation and extent of the jet on the poleward side would be better defined, as far south
as the transition region between the polar and Ferrell cells.

The cloud and water vapor features tracked in the MODIS water vapor channel are
near the polar tropopause, usually in the range of 400 to 500 hPa (about 6 km). The infrared
winds are generally lower, because the vertical cloud extent is suppressed in the cold, dry
polar region. Since the majority of the winds are from the water vapor channel, most of the
analysis in this study will be on the 500 hPa surface.

Two basic concepts were considered when attributing changes in the wind field to
affecting dynamics near the jet stream:
1. Zonal phase speed of synoptic-scale Rossby waves

2. Ageostrophic wind relationship to wave propagation

4.5.1 Rossby wave

The barotropic Rossby zonal wave speed is (Holton 1992):

c =u-(8/K?) 9)

where U is the mean zonal wind speed, B is the earth’s vorticity gradient, and K is the total
horizontal wave number (K* = (I° +k%, where the wavenumbers k and | are equal to
21/wavelength). As an example, for a 6000 km wave at 50°N latitude (8 = 1.4x10™"'m™ s™),
the zonal wave speed is about 7 m s™ slower than the mean zonal wind speed.

According to the Rossby equation (Eqg. 9), there are two ways that the MODIS winds
can affect the zonal wave propagation speed: a change in the mean zonal wind or a change
in the wavelength. To effect a 1 m s™ change in the wave speed (which is equivalent to a 430
km displacement in position over 5 days) the mean zonal wind would need to change by

1 m s™, the wavelength by about 500 km, or some combination. To quantify this, the change
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in wave propagation speed will be measured to infer what changes are needed to the mean
zonal wind and/or the wavelength to account for the observed difference in the forecast wave

position.

4.5.2 Ageostrophic wind

Radiance measurements from satellite sounding instruments are assimilated in models
resulting in an improved depiction of the vertical temperature and moisture structure, with the
thermal wind equation as a balance constraint. What additional information do the MODIS
winds provide that result in an additional improvement in forecasts? Since the thermal wind
equation is based on the geostrophic wind profile, perhaps the MODIS winds provide an
ageostrophic component since they are a measure of the total wind. The ageostrophic
component of the wind is essentially the acceleration part of the wind, affecting the
development and movement of baroclinic waves.

The geostrophic wind is only dependent on the gradient of the geopotential height

field:

Vo= filkx O, ® (10)

where fy is the constant Coriolis parameter.
The ageostrophic wind is the total derivative (D/Dt) of the geostrophic wind, which can be

separated into a local time derivative and advection (Holton 1992):

DV. 1|~ oV, -~ (. -
9 9 = = | kx—L +kx((V o[ 11
o Dt f, ot 6/9 )‘/g )

The first term is the isallobaric wind; the second term is the inertial advective component of

the ageostrophic wind. In the mid-troposphere the isallobaric wind is much smaller than the
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advective term by about an order of magnitude (because of the higher wind speeds aloft), so

it will be ignored. Therefore:

V, =V, =~ kx{v, - O), | (12)

7,
By applying e to both sides of the equation, it can be shown that (Martin 2006) (see

Appendix C: Derive Ageostrophic Wind Relation to Vorticity Advection):

- 1 -
OV, =-=V, + 07, (13)

a fo
which states that the divergence of the advective component of the ageostrophic wind is

related to the geostrophic advection of the geostrophic relative vorticity ({ 4)- According to

guasi-geostrophic theory, “advection of relative vorticity tends to move the vorticity pattern
and hence the troughs and ridges” downstream (Holton 1992), therefore a change in the
ageostrophic wind will affect the speed of the baroclinic waves. A qualitative assessment will
be done on how differences in the divergence of the ageostrophic wind in the analysis affect

the wave propagation speed in forecasts.
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5. Analysis

Section 3.2.2 Measuring the impact on forecasts presented two ways that the ACC scores
are used to quantify model impact: monthly means and time series. Also, an example was
presented on using patterns in total precipitation to determine the model impact. In this study,
the following methods are used to analyze the differences in the model runs to better explain
dynamical reasons for what is observed:

1. Analysis impact: Assimilation effects: This will show differences that are related to the

assimilation system, not related to atmosphere dynamics.

2. Forecast impact: Wavelength: Examine the ACC differences based on wavelength

regimes (from planetary to synoptic scale) to determine if there is a preferred scale
that the MODIS winds impact.

3. Analysis impact: Geographic: A cross-section of 500 hPa height differences along a

latitude circle at the analysis times are used to determine where the MODIS had the
largest impact, geographically. This is quantified by computing the power spectra in
geographic space.

4. Analysis and forecast: Thickness difference: Investigate patterns in the 1000-500 hPa

thickness difference for the analysis and forecasts. Determine if a pattern or signature
emerges in later forecast times, when the MODIS winds impact is the greatest. Since
thickness is dependent on mass and temperature through the hypsometric equation,
the impact of the MODIS winds and the AMSU radiances can also be inter-compared.

5. Analysis and forecast: Ageostrophic wind: Compute the ageostrophic wind

differences between the MODIS wind and control runs. Qualitatively examine how the

propagation of these anomalies is reflected in the forecast height field.
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6. Forecast impact: Phase shift in waves: Compute the correlation coefficient of the 500

hPa heights along a latitude circle for the 120-hour forecast time to determine the
phase shift of the waves between the two model runs. This is computed for the entire
latitude circle and for specific waves.

7. Forecast impact: Tropical cyclone positions: Determine the position of the tropical

cyclones in the 120-hour forecasts vs. the actual location. Show how a change in the
speed of mid-latitude systems may affect these forecast positions.
The primary emphasis of this work is to investigate dynamical reasons to explain the positive
impact that the MODIS winds have on forecasts. However, there are mechanisms inherent in
the assimilation and the model that will also impact the forecast when new data are
introduced. Unfortunately, no satisfactory way was found to separate these two effects in the
datasets provided.

It was found that the successful interpretation of difference fields (between the MODIS
winds run and the control) is parameter dependent. For example, wind speed differences
exhibit large variations in the analysis without much correlation to dynamic features, thereby
making it difficult to associate with changing forecast wave positions. While 1000-500 hPa
thickness differences in the analysis were small, they increased in magnitude in the

forecasts, traveling along with specific wave features.

5.1 Analysis impact: Assimilation effects

Spectral interpolation and dynamic bias correction effects are shown in Figure 17, when the
MODIS data is first introduced at the beginning of the experiment. This figure depicts
analysis differences in the 800 hPa winds only six hours after the first assimilation of the

MODIS winds. It is not physically possible for upper-tropospheric polar winds, poleward of
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65° latitude, to have an impact on lower-tropospheric winds in the tropics in only six hours.
Therefore, it is deduced that the assimilation system spread the influence of this new data to
data void areas, for example the oceanic regions, while the winds over the continents are
mostly unchanged (where rawinsondes are weighted higher than satellite-derived winds).
Figure 18 is six days into the experiment. The differences are now larger in magnitude, but
are still primarily over the oceans, although some significant differences are noted over the

African continent in the vicinity of the Intertropical Convergence Zone (ITCZ).

Figure 17: Wind speed difference between the model run with and without the MODIS
winds at 800 hPa. This is 6 hours into the experiment. The yellow is close to zero
difference; the brown to black is up to a +7 m/s difference; the green to blue is from -1
to —6 m/s difference. This is an analysis grid, not a forecast.
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Figure 18: Wind speed difference between the model run with and without the MODIS
winds at 800 hPa. This is 6 days into the experiment. Same color scheme as Figure 17.
This is an analysis grid, not a forecast.

5.2 Forecast impact: Wavelength

Most NWP centers use the anomaly correlation to evaluate how an experimental forecast
performed compared to a control. Examples of the overall ACC scores were shown in Figure
13 and Figure 14. For this experiment, the ACC is also computed in wavelength bins, which
gives an indication of the horizontal scale that the MODIS winds impact the greatest. Figure

19 depicts the 500 hPa 120-hour forecast ACC differences by wavenumber range for the
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entire 39-day experiment. Positive differences reflect an improvement in the forecast due to
the MODIS winds. The largest change in the ACC due to the addition of the MODIS winds is
in the wavenumber range from 10-20, synoptic scale waves (wavelengths of approximately
1500 to 3000 km in mid-latitudes). This was the case 67% of the time. The MODIS winds had
the largest effect on long waves (4-9 wavenumbers) 12% of the time and very long planetary
wave (1-3 wavenumbers) 21% of the time. Since the MODIS winds are retrieved at meso- to
synoptic-scale resolution, having the primary impact in the 10-20 wavenumber bin is

expected.

Difference in ACC for wavenumbers 1-3, 4-9, 10-20, 1-20
I:|25 T T T T T T T
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Figure 19: Difference in ACC between the MODIS winds and control model run at 500
hPa for the 120-hour forecast in the northern hemisphere for the entire experiment:
11 August to 22 September 2004. The colors represent ranges of wavenumbers: blue
1-3, cyan 4-9, yellow 10-20, red 1-20.
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This figure also gives an unsettling impression that the addition of the MODIS winds
results in about an equivalent number of positive and negative impact cases for the synoptic-
scale waves (yellow bars). This was not investigated any further, except to note that even
though the impact varies widely at these wavenumbers, the overall ACC difference (red bars)
illustrates that the experiment including the MODIS winds resulted in a positive or neutral

impact 70% of the days.
5.3 Analysis impact: Geographic

To determine where (geographically) the impact of the MODIS winds is largest in the
analyses, a latitude slice at 50°N for the 500 hPa height differences between the MODIS and
control run is analyzed. This latitude belt was chosen because the jet streams were generally
centered there during early and mid-September 2004, the time frame of the five cases.

An example of this latitude cross-section is shown in Figure 20 for the 11 September
2004 case. The differences in the analyses range from approximately -6 to +6 gpm. These
height differences will be largest where the assimilation system adjusts the mass to bring the
model atmospheric state into balance. In examining the five cases qualitatively, there were
four longitudes where large differences primarily occurred. A large difference is defined as +/-
4 gpm from the normalized mean. These areas are noted, along with the local synoptic flow
conditions, in Table 8. The longitudes represent a band +/-20 degrees wide where there was

at least one case of a large difference in the 500 hPa analyses.



66

500 hPa analysis difference 11 Sep 2004
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Figure 20: The difference in the analysis height field between the MODIS run and the

control for 11 September 2004 for a latitude circle at 50°N. The blue line is the mean

adjusted difference, in geopotential meters. The red line represents the signal from the

three highest frequencies from the power spectrum (see Figure 21).

Table 8: Large difference in analyses for a latitude cross-section of heights. X
indicates a large difference with a subscript indicating the type of flow: T —trough, R —
ridge, Z — zonal flow.

Date\Longitude SOOE. 1800'.5. QOOW 30°W .
W. Asia N. Pacific Mid USA N. Atlantic
06 Sep 2004 T Xt Xt Xt
07 Sep 2004 Xt Xz T Xt
11 Sep 2004 Xt Xt Xz X+
12 Sep 2004 Xt Xt Z Xt
17 Sep 2004 R Xt Z Xt
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A T,R, or Z in the table without the X means the difference is small. There are other
longitudes with troughs (usually weak) or jets where the difference in the analyses is also
small.

The table shows that each of the days had a large difference in the N. Pacific and N.
Atlantic, consistent with Figure 20. Moreover, 9 out of 10 times it was in a region with a
trough or closed low. This is a region of very little conventional data and is very dynamic (off
the east coast of the continents). Three out of four cases of a trough over West Asia were
areas of large differences, where the troughs were deep. This is not a data void region as
there are many rawinsondes in Russia. Over the central USA, only two out of the five days
had a significant difference: one zonal; one trough. The troughs were much less intense than
the ones over West Asia. This is not a data void region.

The difference in longitude between the three observed areas of largest height
differences is subjectively determined to be 130° and 150°. This can be quantified by
computing a power spectrum derived from the Fast Fourier Transform (FFT). The input into
the FFT is the difference in the 500 hPa heights between the analysis including the MODIS
winds and the control analysis at 1 degree intervals (the output grid resolution) along 50°N
latitude. The power spectrum will show if there is a preferred frequency in the geographic
location of the large differences. The amplitude of the power spectrum gives an indication of
how large the difference is at that longitude.

Figure 21 is the power spectrum for the height differences from Figure 20. The
frequency is relative to 360°, so the wavelength is simply 360/frequency. The three largest
amplitudes are labeled with their corresponding wavelengths: 255°, 170°, and 127.5°. That

means the largest impact of the MODIS winds occur at those longitude spacings. The
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amplitudes of frequencies greater than 5 (wavelengths less than 72°) were generally small in

all five case studies and did not contribute significantly to the overall wave pattern.

ingle-Sided Amplitude Spectrum of y(t) 500 hPa analysis difference 11 Sep 2004
:25 T T T T T T T T T

Il
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Frequency (Hz)

Figure 21: The power spectrum of the height field analysis difference in longitude
space (from Figure 20). The frequency is relative to a 360 degree cycle. The highest
amplitude frequencies are labeled in wavelength (255°, 170°, 127.5°) in the graph.

The power spectra for these 5 cases show wavelengths of 128° or 170° have one of
the highest three amplitudes on all days, with both frequencies on 3 out of 5 days. As noted
before, there is about a +/- 20 degree variation in the longitude position for the height
differences, so the power spectra quantitatively confirms the longitude spacing of the

significant difference areas: west Asia, the North Pacific Ocean, and the North Atlantic

Ocean.
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5.4 Analysis and forecast: Thickness difference

The ACC provides a good measure of the overall impact that the MODIS winds had on the
forecast on a hemispheric scale, but it doesn’t give an indication where the improvements
are in terms of geographic location, pressure levels, meteorological parameters, and flow
regimes. This type of analysis is needed to better understand and explain how the polar
winds positively affect forecasts into low-latitudes. After experimenting with several output
model parameters, differences in the 1000-500 hPa thicknesses between the MODIS and
control runs were chosen.

The hypsometric equation (Holton 1992) relates temperature and mass: the distance

between two geopotential height fields (®,,®,) on isobaric levels ( p,, p;). is dependent on

the layer mean temperature ((T)):

P, =D, =R(M)In(p,/p,) (14)
where R is the gas constant for dry air. When winds are assimilated into a numerical model
system, an adjustment to the mass field takes place. Basically, this is because the gradient
of the geopotential height (or mass) defines the wind field. Also, this change in the
geopotential height requires an adjustment to the temperature structure, for the thermal wind

relationship to hold. The thermal wind is simply the gradient of the thickness (Holton 1992):

1~
Tkx D(q)l - (Do) (15)

The geostrophic (Eg. 10), hypsometric (Eq. 14), and the thermal wind (Eg. 15) equations
bring together the basic atmospheric properties of wind, mass, and temperature through a
single diagnostic parameter of thickness. Thickness differences provide a similar way to

examine changes in the mass structure (due to the MODIS winds assimilation) in the primary
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experiment and the thermal structure (due to AMSU radiance assimilation) in the secondary
experiment. By examining differences in thickness, the impact due to winds (MODIS polar
winds) or temperature (AMSU radiances) can be inter-compared. The goal in this part of the
analysis is determine how the MODIS winds affect the analyses forecasts, not necessarily to
guantify how much better or worse the forecast is as the ACC gives a measure of that.

A set of rules were developed for interpreting the thickness difference fields to
characterize how the addition of different data affects the speed of troughs and ridges, and
their change in amplitude. The color of the change indicates increasing thickness (red) and
decreasing thickness (blue) from the addition of the MODIS winds. Specifically for the
northern hemisphere, the change in thickness in the westerlies can be interpreted, thus:

1. Red feature centered in a trough: weaker trough

2. Red feature centered in a ridge: stronger ridge

3. Blue feature centered in a trough: stronger trough

4. Blue feature centered in a ridge: weaker ridge

5. Red feature west of ridge (east of trough): wave speed decreased

6. Red feature east of ridge (west of trough): wave speed increased

7. Blue feature west of ridge (east of trough): wave speed increased

8. Blue feature east of ridge (west of trough): wave speed decreased.
In general terms, the position of the differences can be interpreted as: when a difference
feature is centered on a ridge or trough, it indicates a change in the amplitude of the wave. If
the difference feature is displaced from a ridge or trough, it indicates a change in wave phase
speed. These rules will be designated R1 to R8 in the following case study discussions.

The five cases are analyzed in the following sections. The above rules are applied

only over the northern hemisphere, primarily in the jet stream region at about 50°N latitude.
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Tables of the ACC values by wavenumber (see 5.2 Forecast impact: Wavelength) are
included in each section. Also, the impact on the MODIS winds in the NOGAPS forecasts

and the AMSU radiances in the GFS forecasts are discussed.
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5.4.1 Case 1. 06 September 2004

The overall ACC for the two different model runs is essentially the same at about 0.76 for the
120-hour forecast over the northern hemisphere (Table 9). The most improvement by the
MODIS winds is in the 10-20 wavenumber range.

Table 9: 06 September 2004 ACC values for the Northern Hemisphere, 120-hour
forecast by wavenumber range.

Wavenumbers: 1-3 4-9 10-20 1-20
MODIS run 0.776 0.798 0.324 0.765
Control run 0.780 0.776 0.288 0.757

Figure 22 shows the difference in thickness for the analysis on 06 September 2004. This is a
good example of the 3-wave pattern discussed in section 5.3 Analysis impact: Geographic.
The most intense cyclonic systems are over western Russia, the North Pacific, and the North
Atlantic. The two oceanic regions are areas where the thickness differences are significant,
as evident by the blue features.

In the North Atlantic, the blue region is to the east of the trough which indicates that
the MODIS winds have this trough placed farther to the east than the control (R7). In the
intermediate forecasts (not shown) prior to the 72-hour forecast, the blue difference feature
rotates one time around the low before kicking out with the wave east of Greenland (Figure
23). Now the blue/red difference couplet indicates the wave pattern has slowed (R5, R8),
displaced to the west. By 120 hours (Figure 24), this wave has become part of the cyclone

north of the strong ridge over Europe. The other significant difference area in the analysis is
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over the North Pacific. This blue feature can be traced to the short wave off the west coast of
the US by the 120-hour forecast. Here the blue feature is centered in the trough indicating
that the MODIS winds have made the trough deeper (R3).

The thickness difference from the analysis through the 120-hour forecast show how
small differences in just a few specific areas are magnified and eventually affect the flow
throughout the entire jet stream and northward. Also, the example in the North Atlantic shows
how a wave initially positioned farther east in the analysis is then subsequently slowed down
in the forecast.

A difference in the 120-hour forecast in the lower-latitudes of the Atlantic is
associated with easterlies south of the subtropical high. For example, the blue/red couplet in
the west-central Atlantic is due to a westward shift of a mid-level thickness trough in the
MODIS winds 120-hour forecast. More detailed analysis of changes in low-latitudes will be

examined in tropical cyclone situations on the other case study days.
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Figure 22: Thickness difference, with and without MODIS winds for the GFS analysis
on 06 September 2004 at 0000 GMT. The color range from blue to red denotes a range
of -30 to +30 gpm difference. Near zero difference is in green. The 30 m s™ wind speed,
representing the jet stream, is in transparent white.
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Figure 23: Thickness difference, with and without MODIS winds for the GFS 72-hour
forecast from 06 September 2004 at 0000 GMT model run. Same color scheme as
Figure 22.
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Figure 24: Thickness difference, with and without MODIS winds for the GFS 120-hour
forecast from 06 September 2004 at 0000 GMT model run. Same color scheme as
Figure 22.
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5.4.2 Case 2: 07 September 2004

This case is a forecast run beginning 24 hours later than Case 1 and the control has a much
better ACC, 0.78 vs. 0.71, where in Case 1 it was neutral. In terms of impact by different
wavenumbers (Table 10) the control was much better than the MODIS winds run except for
the synoptic-scale waves when the ACC is about the same (0.228 vs. 0.211).

Table 10: 07 September 2004 ACC values for the Northern Hemisphere, 120-hour
forecast by wavenumber range.

Wavenumbers: 1-3 4-9 10-20 1-20
MODIS run 0.780 0.643 0.211 0.705
Control run 0.844 0.736 0.228 0.783

The 3-wave trough system is still evident on this day (Figure 25) as it was on the previous
day (Figure 22), but the impact of the MODIS winds on the analysis isn’'t as significant: the
blue regions are not as large in magnitude. By the 120-hour forecast (Figure 26) there are
large thickness differences throughout the northern hemisphere, seemingly similar to the
previous day (Figure 24). However, based on the ACC, the addition of the MODIS winds has
negatively impacted the forecast compared to the control. What is different in this case?
Closer inspection of these two figures for the 120-hour forecast reveals that there are
significant differences in how the waves are affected. Two of the most striking examples are:
1. The ridge located over eastern Europe was red now it's blue. This indicates that the
forecast tendency of the ridge due to the MODIS winds has gone from being stronger
(R2) to weaker (R4).
2. The ridge over eastern Canada was blue now it's red. This is the opposite tendency

from the first example.
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It's difficult to determine what happened over the 24 hour period from 06 September and 07
September 2004 that would account for the MODIS wind impact going from neutral to worse
than the control. Moreover, it is not known if the reverse tendency illustrated in the two
examples is relevant to the change in forecast skKill.

Since the ACC values for the control are comparable on the two days (0.757 and
0.783), the issue may be with the assimilation of the MODIS winds or the winds themselves.
Some potential problems:

1. There are additional assimilation and model runs at 0600, 1200, and 1800 GMT each
day. No information or statistics are available from those intermediate times, except
for the model analysis grids. A cursory view of the thickness difference for those times
did not indicate that the impact due to the MODIS winds was different than what was
typically observed throughout the experiment.

2. The ACC values for the intermediate assimilation times were not available, so a trend
or significant change of the ACC at a specific time cannot be determined. This
information could be useful in diagnosing a cause for the degraded forecast.

3. The best forecasts come from data that are not only accurate, but also continuously
available to the assimilation system®. It is not known what winds were actually used or
if there were any interruptions in the availability of the MODIS winds during the
experiment. Table 7 indicates there were 40% fewer MODIS winds available on this
day compared to the previous day. It is not known how fluctuations in the volume of

winds affects the assimilation or forecasts.

® Jung, personal communication, 05 May 2005.
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Figure 25: Thickness difference, with and without MODIS winds for the GFS analysis
on 07 September 2004 at 0000 GMT model run. Same color scheme as Figure 22.
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Figure 26: Thickness dlfference with and without MODIS WlndS for the GFS 120-hour
forecast from 07 September 2004 at 0000 GMT model run. Same color scheme as
Figure 22.
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5.4.3 Case 3: 11 September 2004

The ACC for the two different model runs is essentially the same at all wavenumbers for the
120-hour forecast over the northern hemisphere (Table 11) on this day, but the significance

of this case is the presence of Hurricane Ivan (south of Cuba in Figure 27).

Table 11: 11 September 2004 ACC values for the Northern Hemisphere, 120-hour
forecast by wavenumber range.

Wavenumbers: 1-3 4-9 10-20 1-20
MODIS run 0.891 0.777 0.459 0.822
Control run 0.894 0.765 0.483 0.820

The impact in the analysis is generally small, but with two regions where it is significant: in
the jet stream in the West and East Pacific. By the 72-hour forecast (Figure 28), there is
evidence that the trough/ridge system extending from the southwest US to the upper Great
Lakes region is slowing (R8 for trough; R5 for ridge). In the 120-hour forecast, the blue is
now centered in the trough indicating it is deeper (R3) and the ridge is still held (R5) back
compared to the control. The slowing of this pattern is reflected to the south where Hurricane
Ivan is positioned farther west: the red feature to the west of the blue near South Carolina
(Figure 29).

Hurricane lvan began its life as a tropical cyclone in early September 2004. It moved
west-northwestward for several days steered by the winds of the subtropical ridge to its
north. On 11 September 2004 Ivan was near Jamaica, just south of eastern Cuba (Figure
27). The three to five-day forecast from this date brings the hurricane to landfall in the Gulf

coast area of the US. The global models at this time “prematurely eroded the large and



82

strong subtropical ridge to the north of Ivan that extended well westward across the
Bahamas, Florida, and into the Gulf of Mexico.” (Stewart 2004) This tendency resulted in
Ivan being forecasted to take a more easterly track across Florida, and in some forecasts,
east of Florida. The model run including the MODIS winds held the subtropical ridge more
westward (note the 5880 contour in the eastern Atlantic Ocean in Figure 30) along with the
jet stream ridge to the north (red shading in the Great Lakes region in Figure 29) compared
to the control. This resulted in a somewhat improved forecast track for Hurricane lvan in the
96-hour forecast, although it was still too far east: over Florida (MODIS: 29.7°N 81.8°W,
Control: 29.6°N 81.0°W) instead of the central Gulf of Mexico at 24.7°N 87.0°W (Figure 30).
An error of 756 km and 805 km, respectively.

The 120-hour forecast verifying at 0000 GMT on 16 September 2004 had the same
tendency (Figure 31). Ivan was forecasted to be over eastern South Carolina (MODIS:
33.7°N 80.4°W; Control 33.8°N 79.2°W), but the actual position was at 28.9°N 88.2°W just
south of the Louisiana/Mississippi border, as a 110 kt tropical cyclone. The location error was
915 km (MODIS) and 1014 km (Control). Using the technique described in section 5.6
Forecast impact: Phase shift in waves, the displacement of the ridge from 40°W to 90°W
longitude, along 50°N latitude) was 109 km in the 120-hour forecast. This value agrees well
with the 99 km improvement in the hurricane position. Although the long range forecast was
poor in this case, the westward shift by approximately the same amount of the jet stream

ridge and subtropical high kept Hurricane Ivan farther west.



Figure 27: GFS analysis differences of the 1000-500 hPa field, with and without the
MODIS winds for 11 September 2004. Same contours and color scheme as Figure 22.



Figure 28: 72-hour GFS forecast differences of the 1000-500 hPa field, with and without
the MODIS winds. Valid 0000 GMT on 14 September 2004. Same contours and color
scheme as Figure 22.
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Figure 29: 120-hour GFS forecast differences of the 1000-500 hPa field, with and
without the MODIS winds. Valid 0000 GMT on 16 September 2004. Same contours and
color scheme as Figure 22.
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Figure 30: Hurricane Ilvan over the southeast US for the 96-hour forecast from 0000
GMT on 11 September 2004. Solid red contours are the 500 hPa heights with MODIS
winds; dashed red are 1000 hPa heights. Solid blue are 500 hPa heights of the control;
dashed blue are 1000 hPa heights. Actual position at the forecast time of hurricane

Ivan is shown with the hurricane symbol.



87

bl R

-

I\

Figure 31: Hurricane Ivan over the southeast US for the 120-hour forecast from 0000
GMT on 11 September 2004. Solid red contours are the 500 hPa heights with MODIS
winds; dashed red are 1000 hPa heights. Solid blue are 500 hPa heights of the control;

dashed blue are 1000 hPa heights. Actual position at the forecast time of hurricane
Ivan is shown with the hurricane symbol.




5.4.4 Case 4: 12 September 2004
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The overall ACC for the two different model runs is essentially the same (0.86 vs. 0.84) for

the 120-hour forecast over the northern hemisphere (Table 12).

Table 12: 12 September 2004 ACC values for the Northern Hemisphere, 120-hour

forecast by wavenumber range.

Wavenumbers: 1-3 4-9 10-20 1-20
MODIS run 0.866 0.865 0.559 0.860
Control run 0.841 0.857 0.601 0.840

The forecast track of Hurricane Ivan is still too far east than the actual path, although in this

model run the control has a better position by 200 km in the 120-hour forecast (not shown).

This improvement is indicated by the blue feature to the west of the red feature just north of

Florida in Figure 33. At this time, it is difficult to attribute this shift to a change in the jet

stream position, as was done on the previous day, because the flow across the northern US

is mostly zonal. There is a significant difference between the model runs on 11 and 12

September 2004, that may offer some explanation. There were about one-half as many

MODIS winds generated on 12 September 2004 than there were on the previous day (Table

7). Just as the addition of new data requires an adjustment in the assimilation and model,

removing (or partially removing) data may also cause problems. Nevertheless, the MODIS

winds model run out-performed the control in terms of the overall ACC.



89

Figure 33: Thickness difference, with and without MODIS winds for the GFS 120-hour
forecast from the 12 September 2004 0000 GMT model run. Same color scheme as
Figure 22.
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5.4.5 Case 5: 17 September 2004

The overall ACC for the control is much worse than the MODIS winds model run, although
they are both considered a forecast bust (Table 13). A forecast bust is defined as the ACC
below 0.6 for a five-day forecast (Kazumori 2007).

Table 13: 17 September 2004 ACC values for the Northern Hemisphere, 120-hour
forecast by wavenumber range.

Wavenumbers: 1-3 4-9 10-20 1-20
MODIS run 0.512 0.614 0.300 0.546
Control run 0.433 0.506 0.140 0.452

In the analysis on this day (Figure 34) there is very little difference between the control and
the MODIS winds run. Even by the 120-hour forecast, Figure 35, the difference between the
two model runs is not as significant as the other days as evident by smaller areas of red and
blue features in and poleward of the jet stream in the northern hemisphere, especially over
Europe and Asia. Figure 36 is the verifying analysis for the MODIS experiment and is
included so a visual assessment of the forecast bust can be determined. The most notable
differences are:
e The small ridge north of Europe, on the far left part of the figure, in the 120-hour
forecast is a trough in the analysis.
* The ridge over the central US is broad and centered over the east coast in the 120-
hour forecast, while in the analysis it is centered to the west and not as broad.
* The jet in the steep trough off the east coast of the US appears more compact in the

120-hour forecast than it does in the cutoff circulation in the analysis.
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This last area is the trough that affected the forecast position of Hurricane Karl, which
remained in the mid-Atlantic Ocean throughout its lifetime. It moved generally northwestward
for several days “until 22 September when it turned northeastward in response to a deep-
layer baroclinic trough developing north of the hurricane.” (Beven 2004) The model
containing the MODIS winds held back the advancement of this trough which permitted the
forecast position of Karl to track farther west than the control (Figure 37). This resulted in an
improved forecast track for Hurricane Karl in the 96-hour forecast, although it was still too far
east (MODIS: 19.3°N 45.4°W; Control: 18.7°N 43.0°W) instead of at 18.7°N 47.0°W. This is
an error of 184 km and 424 km, respectively.

The 120-hour forecast verifying at 0000 GMT on 22 September 2004 (Figure 38) had
Karl moving northward in both model runs in response to the approaching trough, although
that was too quick as Karl continued to move north-northwestward until later in this day. The
location error at this time was 500 km (MODIS) and 555 km (Control). Using the technique
described in section 5.6 Forecast impact: Phase shift in waves, the displacement of the wave
from 20°W to 60°W at 35°N was 200 km in the 120-hour forecast. This value agrees well with
the 240 km improvement in the hurricane position in the 96-hour forecast, but not for the 55
km difference in the 120-hour forecast. The reason the improvement was not as good in the
later forecast was due to the trough in the MODIS winds experiment digging farther south
than in the control, moving Karl north-northeastward too soon.

The area over the N. Atlantic Ocean has both zonal flow and an intense trough and is
used to examine the normalized speed differences between the control and MODIS winds
run. This should give an indication of the impact that the MODIS winds have on the forecast
of the jet speed (and position) and wave position. Figure 39 is a representative case (from

the five cases studied) showing that in regions of relatively zonal flow, the jet stream speed
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and position is about the same (no contours in that area of the figure). The elongated
contours in the trough result from a large displacement in the position of the trough between
the two model runs. Other contours are generally in low wind speed regions, except for the
0.33 contour in Eastern Canada associated with a jet that is displaced because of the
decreased speed of the ridge/trough system. Similar signatures were seen in the other
cases:
1. the normalized speed differences are large where the ridge and trough positions differ
in the two forecast runs,
2. the normalized speed differences were not large in zonal flow regimes, indicating that
the MODIS winds do not affect the forecasted speed and position of the mid-latitude
polar jet when oriented zonally.

This agrees with Bormann and Thépaut (2004) who found that the MODIS winds have a

larger impact on forecasts over Europe when the flow was from the north or northwest.

Figure 34: Thickness difference, with and without MODIS winds for the GFS analysis
on 17 September 2004 at 0000 GMT model run. Same color scheme as Figure 22.
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Figure 35: Thickness difference, with and without MODIS winds for the GFS 120-hour
forecast from the 17 September 2004 0000 GMT model run. Same color scheme as
Figure 22.

Figure 36: Thickness difference, with and without MODIS winds for the GFS verifying
analysis on 22 September 2004 at 0000 GMT. Same color scheme as Figure 22.



94

Figure 37: Hurricane Karl over the Atlantic Ocean in the 96-hour forecast from 0000
GMT 17 September 2004. Solid red contours are the 500 hPa heights with MODIS
winds; dashed red are 1000 hPa heights. Solid blue are 500 hPa heights of the control;
dashed blue are 1000 hPa heights. Actual position at the forecast time of hurricane
Karl is shown with the hurricane symbol.
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Figure 38: Hurricane Karl over the Atlantic Ocean in the 96-hour forecast from 0000
GMT 17 September 2004. Solid red contours are the 500 hPa heights with MODIS
winds; dashed red are 1000 hPa heights. Solid blue are 500 hPa heights of the control;
dashed blue are 1000 hPa heights. Actual position at the forecast time of hurricane
Karl is shown with the hurricane symbol.
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Figure 39: Normalized speed difference (red contours) with 500 hPa heights for the
GFS 120-hour forecast from the 17 September 2004 0000 GMT control model run.
Positive red contours: control winds are faster by a factor of 1.5, 2, and 3 (contours
0.33, 0.50, 0.67). Negative red contours: control winds are slower by a factor of 1.5, 2,
and 3 (contours -0.50, -1, -2).
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5.4.6 MODIS winds impact on the NOGAPS analyses and forecasts

Many NWP centers report positive impact in forecasts with the addition of the MODIS winds.
As part of the determination on how the MODIS winds impact the analysis and subsequent
forecasts, the output from a second model, the NOGAPS, is chosen to compare to what is
observed in the GFS output. See Appendix D: Impact of MODIS winds in the NOGAPS for an
analysis of two cases.

It was found that differences between the two assimilation systems, the GDAS and
NAVDAS, could explain observed differences in the thickness fields. Three examples are:

1. The NOGAPS thickness difference features are smoother than what is observed from
the GFS, even though the spatial resolution of the two models is approximately the
same. The NAVDAS creates ‘super observations’ which may smooth out small-scale
details, while the GDAS uses the winds as individual observations.

2. The NOGAPS differences are larger over the poles in the analysis than in the GFS.
This may be due to the NAVDAS assigning a medium weight to the MODIS winds,
while the GDAS uses a low weight.

3. The NOGAPS difference features do not spread as far south in the analysis as in the
GDAS. This may be due to the dynamic bias correction and spectral interpolation® in
the GDAS, which tend to propagate the influence of observations well-away for the
observed location.

Despite these differences in the assimilating and modeling, both systems result in an overall

positive impact in forecasts.

® The SSlI in the GDAS is scheduled to be replaced by the Gridpoint Statistical Interpolation (GSI) in
May 2007. This will make it more similar to the NAVDAS, in terms of the interpolation technique.
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5.4.7 AMSU radiances impact on GFS analyses

An AMSU radiance denial experiment was investigated to determine the representativeness
of the MODIS winds impact in GFS analyses. This is described in Appendix E: Impact of
AMSU Radiances in the GFS. As with the MODIS winds thickness analysis, the AMSU
radiances had a consistent impact over the two weeks of available grids. Because the
radiances are a global dataset and are weighted higher than satellite winds in the
assimilation, their impact on the analysis was larger than the MODIS winds. In fact, AMSU
radiances have the largest impact of any assimilated satellite data (Zapotocny et al. 2007).
Nevertheless, the MODIS winds still have an impact in their experiment where AMSU
radiances were routinely assimilated. This additional impact over the thermally balanced
radiances suggests that the MODIS winds may be providing non-balanced wind information

(the ageostrophic component).
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5.5 Analysis and forecast: Ageostrophic wind

The above analysis depicts changes in the geopotential height thickness due to the addition
of the MODIS winds. The polar winds are derived generally poleward of 65° latitude, while
the differences noted in the thickness field are near the jet stream at 50°N. The mass
balance in the model propagates this wind information through adjustments in the height
field. Since there is a balance between the winds and the height field, differences in the wind
field near the jet stream were examined: specifically the geostrophic and ageostrophic winds.

The ageostrophic wind is computed here by taking the difference between the model
wind and a computed geostrophic wind based on the geopotential height. This is not an
accurate representation of the ageostrophic winds in model space, as independent post
processes smooth the output grids without regard to maintaining a mass balance. Also, the
parameter precision in the model output grids is 0.1 units, which may cause problems in
computations where differences are small. Despite these shortcomings, computed fields of
ageostrophic wind, Figure 40, match the schematic representation and speed (on the order
of 20 m s™) in Shapiro and Kennedy (1981). Therefore, these computed ageostrophic winds
will serve as a proxy.

The relationship between the divergence of the ageostrophic wind and vorticity
advection (Equation 13) assumes that the isallobaric component of the ageostrophic wind is
negligible. This simplification facilitated the derivation and resulted in a basic relationship.
However, in the following discussions, the computed fields of ageostrophic wind (and
derivatives) are based on the part of the total wind that is not in geostrophic balance;

therefore, the complete ageostrophic wind is used.
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Figure 40: Ageostrophic wind, blue vectors, for the analysis on 17 September 2004 at

0000 GMT over the North Pacific Ocean. Dashed red contours are speed of the
ageostrophic wind. Solid black contours are 500 hPa heights of the MODIS run.
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Figure 41 and Figure 42 show the geostrophic and ageostrophic differences in the
two analyses from 11 September 2004, respectively. These differences are about the same
magnitude, with a maximum of about 5 m s*. These significant differences in the
ageostrophic wind will have a direct effect on the speed of the associated shortwave, since
the divergence of the ageostrophic wind is related to geostrophic vorticity advection (Eq. 13),
an indicator of wave propagation speed.

Figure 43 and Figure 44 show the difference in the divergence of the ageostrophic
wind at the analysis time of 0000 GMT on 11 September 2004. The oval areas are the
largest differences and should correspond to where the largest change in wave speed would
occur in the forecasts. Figure 45 depicts the same oval areas in the analysis (top) and the
72-hour forecast (bottom), overlaying the thickness difference regions. The two large
thickness difference areas over the US in the 72-hour forecast are the result of the wave
pattern being slowed. This is also the same region to where the large differences in the
divergence of the ageostrophic wind have translated (ovals). The area in the central Pacific
has also slowed. A significant thickness difference region just southeast of Alaska originated
near ageostrophic wind difference in the West Pacific in the analysis, and moved quickly

associated with a shortwave just north of the jet stream.
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Figure 41: Geostrophic wind field differences for the analysis on 11 September 2004

over the North Pacific Ocean. Wind vector differences are shown as blue arrows.

Dashed red contours are speed in m s™. Solid black contours are 500 hPa heights of

the MODIS run.
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Figure 43: Difference in the divergence of the ageostrophic wind (10° s™) at 500 hPa
between the MODIS winds and control model runs over the North Pacific Ocean. This
is equivalent to the difference in vorticity advection (Eq. 13). The largest differences
are circled. This is the analysis at 0000 GMT on 11 September 2004.
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Figure 44: Difference in the divergence of the ageostrophic wind (10° s™) at 500 hPa
between the MODIS winds and control model runs over the US and Canada. This is
equivalent to the difference in the vorticity advection (Eq. 13). The largest differences
are circled. This is the analysis at 0000 GMT on 11 September 2004.
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Figure 45: The analysis (top) and 72-hour forecast (bottom) showing differences in the
1000-500 hPa thickness, along with the MODIS 500 hPa heights. Same color scheme
as Figure 22. The ovals are from Figure 43 and Figure 44. Positions of ovals in the 72-
hour forecast represent a subjective positioning using intermediate forecast times to
guide.
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5.6 Forecast impact: Phase shift in waves

The previous section provided a qualitative assessment on how changes in the wind (or
height) field near the jet stream affects the wave propagation speed. This section provides a
measure on how large this speed difference is by determining the phase shift in the waves
from the two model runs. This shift is computed in one dimension, in the zonal direction.

The phase shift of the 500 hPa waves for the 120-hour forecast between the MODIS
winds and control is measured at both 35°N and 50°N. This is done by extracting the 500
hPa heights at the two latitude bands (Figure 46 and Figure 47). These figures show that the
shift between the two models changes sign along the latitude band. Sometimes the MODIS
winds slow the waves (longitude 320 to 340) or increase the wave speed (longitude 250 to
280) as seen in Figure 46. Table 14 summarizes the global phase shift at these two latitudes.
This was done by fitting a 2" order polynomial to the correlation coefficient evaluated with

differing lag distances between the two curves.
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Figure 46: Latitude slice at 50°N of 500 hPa heights for the 120 hour forecast from
17 September 2004 for the control (blue) and the MODIS winds (red).
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Figure 47: Latitude slice at 35°N of 500 hPa heights for the 120 hour forecast from
17 September 2004 for the control (blue) and the MODIS winds (red).
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Table 14: Phase shift of 500 hPa heights at 50°N and 35°N for the 120-hour forecast for
the five case studies. The shift is measured in degrees of longitude and is converted
to kilometers in the table.

50N 50 N 35N 35N
(deg. Long.) (km) (deg. Long.) (km)

06 Sep 04 +0.5 +35 -0.07 -6
07 Sep 04 -0.4 -31 -0.5 -49
11 Sep 04 -0.4 -30 -0.5 -49
12 Sep 04 -1.0 -74 +0.4 +33
17 Sep 04 -0.4 -28 -0.9 -85

These numbers are not very large for a 120-hour forecast, but they do represent an average
shift which is composed of both positive and negative shifts around the latitude band, but it is
negative 80% of the time for this limited number of cases. The average magnitude phase
shift of the waves in these five cases is about 0.5 degrees longitude, or about 50 km. The
shift for some specific waves has been measured at 100 to 200 km (see sections 5.4.3 Case
3: 11 September 2004 and 5.4.5 Case 5: 17 September 2004).

From the sensitivity analysis in section 4.5.1 Rossby wave, a 1 m s change in zonal
wind speed or a 500 km change in the wavelength will result in a 430 km change in wave
position in five days. For the extreme case measured at a 200 km shift, this could result from
about 0.5 m s change in the zonal wind speed. The other factor that can change the wave
speed is the wave amplitude, which has also changed in this example (see Figure 46 and

Figure 47). This effect could be additive or canceling, but was not investigated further.
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5.7 Forecast impact: Tropical cyclone positions

It's been well documented that the addition of satellite data improves the forecast tracks of
tropical cyclones. Velden et al. (1998) showed this for geostationary winds and Baker and
Campbell (2004) found improvement assimilating global AMSU-A radiances. These are
cases where the satellite data is in the tropical regions. Surprisingly, the MODIS winds also
have a positive impact on hurricane track forecasts, specifically for the 2004 season (Jung et
al. 2007; Zapotocny et al. 2007).

NCEP’s tropical cyclone track verification was done for the two model runs: with and
without the MODIS winds for the 2004 hurricane season. A somewhat startling result is in
Table 15 and Table 16. In the 120-hour forecast, the addition of the MODIS winds resulted in
an average improvement of 50 nmi in the forecast track of tropical cyclones. Moreover, this
better forecast occurred 70% of the time, which indicates that this was an overall
improvement and not the result of large track differences in a few isolated cases. Also, as
seen in other verifications, the impact of the MODIS winds is insignificant in the early forecast
times, with the best impact in the five-day forecast which suggests that time is needed for

information propagation.

Table 15: Tropical cyclone track forecast errors in nautical miles for the 2004
hurricane season

Forecast time (hrs) 0 24 48 120

Number of cases 74 64 52 34
Control error 13.2 66.5 102.8 301.1
Control + MODIS error 114 60.4 89.0 252.0
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Table 16: Frequency (in percent) of superior tropical cyclone track performance for the

2004 hurricane season

Forecast time (hrs) 0 24 48 120
Number of cases 74 64 52 34
Control 48.9 44.8 39.6 29.4
Control + MODIS 51.1 55.2 60.4 70.6

These statistics are based on tropical (or subtropical) cyclones that were present at both the

forecast time and verification time. The verification stops at the last time the system was

either a tropical depression or a subtropical depression. This means these statistics cover

the cyclones that have moved into mid-latitudes but are still tropical in nature. Also, this is a

homogeneous verification, ensuring that both model runs contain the same tropical cyclones.

From the case study sections that included tropical cyclones, the following was found:

The 120-hour forecast for Ilvan on 11 September 2004 and Karl on 17 September 2004 have

track improvement values close to the 50 nmi average found for the entire hurricane season

(Table 17). The case of lvan on 12 September 2004, where the MODIS winds degraded the

forecast position by 108 nmi, appears to be anomalous.

Table 17: Tropical cyclone track differences (nmi) between the control and the MODIS

winds runs. Positive indicates that the MODIS winds improved the track forecast.

17 September 2004

Forecast time: 96 hours 120 hours
lvan
11 September 2004 21 54
lvan
12 September 2004 Lo -108
Karl 129 30
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6. Conclusions

The assimilation of the MODIS polar winds in numerical models has resulted in a positive
impact in forecasts not only in the polar regions, but also extending to lower latitudes. It was
found that the data assimilation system can result in analysis differences in areas away from
the data location that cannot be explained with atmospheric dynamics (mass and thermal
balance constraints in the model reacting to the data addition). These differences can most
likely be attributed to adjustments in the global dynamic bias correction and a spectral
interpolation scheme used in NCEP’s GDAS, but this was not investigated any further. The
specific areas examined were adjustments to the mass, thermal, and wind fields (which are
inherently inter-related) in the vicinity of the jet stream and how those changes affected the
forecasts. It was found that:

1. In the model analysis, the mass adjustment required due to the addition of the
MODIS winds results in a change to both the geostrophic and ageostrophic winds on
the order of 5 m s™in the vicinity of the jet stream.

2. In all five cases, there is a predominant trough off the east coast of the two northern
hemisphere continents; primarily data void regions. This is also the region where the
MODIS winds have the largest and most consistent impact in analysis of the 500 hPa
heights. The impact is not as consistent over the continents, where there is good
rawinsonde coverage.

3. The MODIS winds have the largest impact on synoptic-scale waves (10 to 20 wave
numbers, wavelengths of approximately 1500 to 3000 km in mid-latitudes), based on
the northern hemisphere anomaly correlation coefficient at 500 hPa for the 120-hour

forecast,



114

4. The addition of the MODIS winds results in an average change to the 500 hPa wave
propagation on the order of 0.5 to 1 degree of longitude over a 120-hour forecast for
latitude bands 50°N and 35°N.

a. In 8 out of 10 instances (from 2 latitude bands for 5 cases) the addition of the
MODIS winds, on average, slowed the northern hemisphere wave progression
as evident in the 120-hour forecasts. Interestingly, although perhaps
coincidently, this agrees with Francis (2002) that the zonal flow in the arctic
region was too fast, westerly, in the model reanalysis fields.

b. The impact is much larger (up to 2 degrees of longitude or nearly 200 km) for
specific waves.

5. Synoptic-scale waves in the vicinity of hurricanes Ivan and Karl were slowed (by 100
km and 200 km, respectively) with the addition of the MODIS winds, allowing these
hurricanes to track further west in the 120-hour forecasts. These new positions were
an improvement in the forecast.

From the five cases examined, it was determined that the addition of the polar winds
modifies the mass balance in synoptic-scale waves near the polar jet streams, more
consistently in data void regions. This change in mass balance is evident in differences in the
ageostrophic wind, which has an effect on the speed and amplitude of baroclinic waves that
extends from the jet stream into lower latitudes in later forecast times. These results reveal
the substantial impact that polar-only observations have on the predictability of global

weather systems.
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7. Future Work

Although the observation of a change in the jet stream wave speed explains how
measurements in the polar regions affect mid- and low-latitude flow, the question remains:
What is the primary mechanism through which the information contributed by the polar winds
affect the jet stream?

Many approaches were taken to begin to answer that question. Studies were done to
examine the importance of the assimilation method and to determine the relative importance
of the MODIS wind impact on large-scale Rossby waves and smaller scale short waves.
However, with only limited opportunities to run specific experiments it is not completely
understood if the positive forecast impact is primarily due to:

1. effects of the assimilation system,

2. a better positioning and/or resolving of dynamical features, or

3. a better measurement of the total wind, which may include a significant ageostrophic

component in the jet regions?

Based on the knowledge gained in this research, additional experiments will be designed and
case studies produced to further investigate and answer these questions.

Terra and Aqua are the only polar-orbiting satellites with a high-resolution water
vapor sensor. However, these two satellites are at or nearly at the end of their designed
lifetimes and the future satellite series, the National Polar-orbiting Operational Environmental
Satellite System (NPOESS), will not have a water vapor channel. With more than two-thirds
of the MODIS AMVs derived in the water vapor channel (many of these designated as clear-
sky), how will the absence of this sensor affect model forecasts? Preliminary results from

Riishojgaard et al. (2006) are not conclusive, except to note that the most significant impact
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is achieved when both infrared and water vapor AMVs are assimilated simultaneously. More
experiments are needed to better understand the relative contributions to forecast

improvement from the AMVs derived from different sensors.
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9. Appendix A: Parallax Correction

The following equations are used to compute the arc distance along the earth from the point
directly below the cloud to the apparent position as viewed from the satellite. The known
guantities are: the height of the satellite, height of the cloud, radius of the earth, and the scan
angle from the satellite to the cloud. The quantity dist is the error in kilometers due to
parallax, and is measured from the apparent position as seen from the satellite to the point
beneath the cloud at the earth’s surface (arc distance a,) (Figure 48).

Using the Law of Sines, the zenith angle of the satellite from the cloud is:

—gnt rhssin &,
% rhc

The angle opposite this zenith angle is the angle from cloud nadir to the satellite viewing

ground position:
0. =@
The Law of Sines is then used to compute the zenith angle of the cloud from the ground

position:

—gnt rhcOsin 6,
% R

It follows that the remaining angles are:
aQ=m"-q
a,=m-(6, +a,)

And the resulting parallax shift is:

dist =a, OR
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where

rhs: satellite distance from earth’s center

rhc: cloud distance from earth’s center

R: earth’s radius

Bs: sensor viewing angle from satellite nadir

B.: ground position viewing angle from cloud nadir

Qs satellite zenith angle from cloud

@.: cloud zenith angle from ground

a;: supplementary angle of @

a,: arc length of parallax distance

dist: error (km) of cloud ground position
The current implementation of the parallax correction algorithm assumes a spherical earth,
constant altitude satellite, and a linear variation of the parallax shift with altitude for three
reasons: computational efficiency for real-time processing, the inaccuracy of the target
height, and the use of an Arctic standard atmosphere to convert the target height in pressure
coordinates to altitude in kilometers. The standard atmosphere is used because the winds
algorithm does not have the height fields on pressure surfaces as input. This may be
modified in the future.

The final output of the algorithm is a parallax shift in terms of a distance and
meteorological compass direction for each pixel in the original swath data for a cloud 10 km
in altitude. Only one altitude is needed since the parallax shift varies near-linearly with
altitude (Figure 6). These files are remapped and composited along with the swath data (see
section 2.2.4 Processing the MODIS passes), so they can be efficiently accessed during the

winds generation.
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rhs: satellite distance from earth's center

rhe: cloud distance from earth’s center

R: earth’'s radius

8.: sensor viewing angle from satellite nadir

8.: ground position viewing angle from cloud nadir
¢.: satellite zenith angle from cloud

¢.: cloud zenith angle from ground

dist: error (km) of cloud ground position

Figure 48: Geometry used in parallax correction. The underlined variables are known
guantities. The error due to parallax is dist, the arc length of angle a2.
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The target locations that are stored in the output file are not parallax adjusted so that
comparisons with uncorrected vectors can be easily performed. This uncorrected location is
in error by no more than 20 km, and is usually much less than this, which is below the
resolution of the global models (55 km for the GFS). The parallax correction is applied to
both the location for the search boxes (which are positioned based on the forecast wind field)
and the computation of the vector displacement for the image pairs.

A comparison between parallax corrected and uncorrected winds was conducted over
a period of twenty-one days beginning on 23 July 2004 using data from Terra over the Arctic.
Co-location was determined by matching vector distances within 10 km and heights within

+25 hPa.

Table 18: Comparison between parallax corrected and uncorrected co-located vectors
for a three-week period beginning on 23 July 2004. These are Terra-only over the

Arctic.
Number Speed bias Speed RMS | Vector RMS
IR Winds 200,000 -0.10 0.69 0.97
WV Winds 470,000 -0.15 0.97 1.36

Table 18 summarizes this comparison and as expected, the vector RMS for the WV winds is
larger since the features are generally in the middle- and upper-troposphere, where the IR
features can also be found in lower levels. An impact study has not been done on how this
slight adjustment of about 1 m s may impact model forecasts. Note that a 1 m s™ difference
in the wind speed corresponds to a 3 pixel difference in the images (2 km pixels with a 100-
minute time step).

The speed bias is very close to zero over the 21 days, although it is slightly negative

indicating that the parallax corrected speeds are slightly slower. This is reasonable because,
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in many cases, correcting for parallax brings the location of the feature closer to nadir in the

2 images at an acute angle, thereby shortening the distance (and reducing the speed).
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10. Appendix B: Polar Winds Impact Reported at IWW

The following are quotes from speakers and excerpts from their presentations at the 7" IWW
in Helsinki, Finland in June 2004. These are in reference to the MODIS polar winds impact

on global numerical model forecasts.

Joint Center for Satellite Data Assimilation (JCSDA): “Overall positive impact” “...the
addition of the MODIS polar winds have a significant impact in improving the anomaly
correlation, especially in many forecasts busts.” (LeMarshall et al. 2004)

ECMWEF: “AMVs are a valuable part in ECMWF's assimilation system (strong forecasts
impact over Tropics and Southern Hemisphere)” (von Bremen et al. 2004)

Canadian Meteorological Centre (CMC): “The impact of all satellite winds...provides, on
average, a clear positive impact on the quality of forecasts” (Sarrazin and Zaitseva
2004)

GMAQO: “Positive overall contribution to forecast skill” (Riishojgaard and Zhu 2004)

Japan Meteorological Agency (JMA): “Large positive impacts on forecasts...” in the
Northern Hemisphere (Kazumori and Nakamura 2004)
UK Met Office: “Neutral to positive impact in all latitude bands” (Forsythe and Berger 2004)

DWD: “Positive impact on forecast quality” (Cress 2004)
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11. Appendix C: Derive Ageostrophic Wind Relation to Vorticity
Advection

This derivation begins with the definition of the ageostrophic wind and shows how the
divergence of the ageostrophic wind is related to relative vorticity advection.
The ageostrophic wind equation (Holton 1992) is composed of two terms:

- ~ DV, MY
a:égk Dt’“ﬂ'kxa lox{e, - O,

The first term is the isallobaric wind; the second term is the inertial advective wind. In the
mid-troposphere the isallobaric wind is much smaller than the advective term (because of the
higher wind speeds aloft) by about an order of magnitude, so it will be ignored in the

derivation. Therefore:
- = 1
Va:Vadv:f_ 6/ .D)\/ ]

By applying [+ to both sides of the equation, it can be shown that (Martin 2006):

1 -
:_f_vg . ng

0

OeV.

a

which states that the divergence of the advective component of the ageostrophic wind is
related to the geostrophic wind advection of the geostrophic relative vorticity.

The derivation is as follows:
- 1
Va = f_ ( ° D)\/ ]

Taking [ on both sides of the equation:

0.V, —?—D-[kX( V. -0p, ]

0
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Expanding the inner term on the far right:

a

-1 ~ | (ou . ov_ . ou . Ov. .
OV, =D kx| uy | =i +—] |+v | —i+—]
f, ()4 ox oy oy

- ~ [ du, . ov, . ou, . ov, .
0eV, =L 0o Jkx|u, 297 4y —L v, —Li+v, —2
f, 0X

- ~ oV oV
OeV :iD.[ kx(ug_g+v _9 ]
3 9

a

Rearrange and group by vector direction:

- 1 - ou, ou, )~ v, v, -
OeV, =—0Oe kX Uj—+V,— i +| U —+V;—|]
f, 0Xx oy 0x oy

Perform IEX :

Perform e :

D-Va:i —iu 6vg+v ov, +iu 6ug+v au,
fo| ox\ ¢ ax ¢ ay ay| ¢ ox ¢ oy

Expand using the product rule:

eV, = |-—90 ¢y~ 0 2970 _, u +0 7 Ly
*of,l ox ox  Yox* ax ay Yoy’ ox ay Yox® dy ay oy’

Negate and rearrange:

L1 {_ 0ug vy 0%, Ov dv, 9%, dugdu,  0%u, 0y, du, azug}

.~ __1 %%+u dzvg_dug 6ug_u 62u9+%%+v 62vg_%6ug_v 0°u,
2 f,l ox ox ®ox* ox dy S ox* oax dy oy> dy oy ° ay?

Factor, by reverse product rule, each group of four terms within the brackets:



131

- ov ou ov ou
D'Vaz_i i ug_g—ug_g +i Vg—g—Vg—g
fo | OX 0x oy oy ox oy

Put in vector notation and factor out wind components in each term:

- ov, Ou, | ov, O0u, ).
0oV, =20 fu | Do - o iy [ Xo - T g
f, ox oy ox oy

Recognize that term with parentheses is horizontal vorticity, and factor:

OeV, =—fiD-Zg(ugiA+vgj°)

0
Replace far right term with vector notation:

~ 1 -
0oV, ===0 4V,

: 0
Using the vector identity for the divergence of a vector (A) multiplied by a scalar (s):
e (A)=s0s A+ A s
and the fact that the geostrophic wind is non-divergent (the first term on right-hand side is
zero), the final equation can be rewritten as:

- 1 -
00V, ==V, * 0,
0

The divergence of the advective component of the ageostrophic wind is related to the

geostrophic wind advection of the geostrophic relative vorticity.
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12. Appendix D: Impact of MODIS winds in the NOGAPS

As part of the determination on how the MODIS winds impact the analysis and subsequent
forecasts, the output from a second model, NOGAPS, is chosen to compare and contrast
what is observed in the GFS output. The NOGAPS is run at resolution T239 with 30 levels
(compared to T254 and 64 levels for the GFS) The criteria used to assimilate the MODIS
winds are (Pauley and Pauley 2004):

1. Winds are superobbed in 2° prisms. Prisms are nearly square regions of 2° latitude
by 2° longitude at the equator. The width is adjusted to keep the area nearly constant
for regions away from the equator.

2. Superobbing of winds is subject to these constraints:

a. There are at least two consistent observations in the prism

b. One or two outliers may be rejected

c. Wind speeds are within 7 m s™

d. Uand V components are within 5 m s™ or directions within 20°

3. The observation error is the same as the geostationary AMVSs.

Two days were analyzed from the NOGAPS model forecast runs with and without
assimilating the MODIS winds: 17 August 2005 (Figure 49 and Figure 50) and 19 August
2005 (Figure 51 and Figure 52). This is a different year than the GFS experiment, but it is a
similar season. The goal is not to directly compare the NOGAPS output with the GFS, but
rather to determine if the difference signatures from the addition of the MODIS winds are
similar. The thickness difference features in the NOGAPS analyses and forecasts are similar

to what is observed in Figure 22 and Figure 24: the largest impact is within and poleward of
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the jet streams, especially in later forecasts. But, there are some differences in the patterns
of the difference features:

1. The NOGAPS thickness difference features are smoother; without the small-scale
details as seen in the GFS, even though the spatial resolution is approximately the
same. The GDAS (GFS) assimilates the MODIS winds as individual observations
while the NAVDAS (NOGAPS) creates ‘super observations’, by combining many
winds into a single observation. This ‘superobbing’ may smooth out smaller scale
details.

2. The difference features over the polar regions in the NOGAPS analyses are larger
than in the GFS. This may be due to the NAVDAS assigning a medium weight to the
MODIS winds, while the GDAS uses a low weight.

3. The difference features in the jet stream region of the NOGAPS analyses are much
less than in the GFS. Unlike the NAVDAS, the GDAS uses a global dynamic bias
correction and a spectral interpolation technique which tends to propagate the
influence of observations well-away for the observation location. The impact, in terms
of the magnitude and distribution of difference features, into the tropics is less in the
NOGAPS than in the GFS. The differences in the assimilation systems may explain

the larger differences in tropics in the GFS runs.



134

Figure 49: NOGAPS analysis from 17 August 2005 1200 GMT. Same color scheme as
Figure 22, although the jet streams are not depicted.
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Figure 50: NOGAPS 120-hour forecast from 17 August 2005 1200 GMT. Same color
scheme as Figure 22, although the jet streams are not depicted.



Figure 51: NOGAPS analysis from 19 August 2005 1200 GMT. Same color scheme as

Figure 22, although the jet streams are not depicted.
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Figure 52: NOGAPS 120-hour forecast from 19 August 2005 1200 GMT. Same color
scheme as Figure 22, although the jet streams are not depicted.
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13. Appendix E: Impact of AMSU Radiances in the GFS

The affect of AMSU radiance assimilation is investigated to make a qualitative assessment of

the impact the MODIS winds have on the analysis compared to another satellite-based data

source. This assessment is based on the visualization of the thickness difference, as was

done for the NOGAPS experiment (Appendix D: Impact of MODIS winds in the NOGAPS).

Important characteristics of the AMSU radiance experiment include:

1.

2.

This dataset is from yet another year, but the same season: August 2003.

The AMSU data are global measurements from the NOAA Polar Orbiting
Environmental Satellites (POES), which provide complete global coverage twice daily
from each satellite. Unlike the MODIS winds which provide data only over the poles.
Only the analyses are used; forecast output was not available.

This is a ‘denial’ experiment, unlike the MODIS winds which were added. After about
a week both models will have adjusted, so this difference is not a factor for
interpreting the impact of the data.

An error occurred during the experiment: the AMSU radiances were inadvertently
added back to the model run where they were denied. This provided an opportunity to

observe how quickly the two model runs become similar.

Changes in the 1000-500 hPa thickness fields provide a way to compare the assimilation of

winds and radiances:

» The winds affect the geopotential height field through the mass balance in the model.

e The radiances modify the temperature structure which impacts the geopotential

thickness field (Eqg. 14), to maintain a thermal balance (Eq. 15).
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Two weeks of analyses from this experiment showed a consistent impact from the AMSU
radiances. Two representative cases a week apart, Figure 53 and Figure 54, depict thickness
differences between the two model runs: the control (which include AMSU radiances) and
one where AMSU radiances are denied. These differences are larger than what was
observed in the analyses from the MODIS winds in both the GFS (Figure 22) and NOGAPS
(Figure 50) models. This is expected as the AMSU radiances are weighted higher than
satellite winds in the GDAS and they have been found to have the largest impact in the
GDAS of any satellite-based data (Zapotocny et al. 2007). Also, since the AMSU radiances
are a global dataset, there are thickness differences at all latitudes, much more so than from

the MODIS winds.



140

I SR S e
Figure 53: 17 Aug 2003 at 0000 GMT analysis from GFS, AMSU assimilated. Same

color scheme as Figure 22.
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Figure 54: 23 Aug 2003 at 0000 GMT analysis from GFS, AMSU assimilated. Same
color scheme as Figure 22.



