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[1] A regional‐scale Observation System Simulation Experiment was used to examine how
the assimilation of window infrared brightness temperatures for both clear‐sky and cloudy
sky conditions impacts the accuracy of atmospheric analyses at convection‐permitting
scales when using an ensemble Kalman filter data assimilation system. The case study
tracked the evolution of a large extratropical cyclone and associated cloud features across the
central United States during 4–5 June 2005. Overall, the assimilation results revealed that
the infrared brightness temperatures had a large positive impact on the simulated cloud field
with the best results achieved when both clear‐sky and cloudy sky observations were
assimilated. The infrared brightness temperatures substantially reduced the bias and root
mean square error in the cloud top pressure, cloud water path, 6.95 and 11.2 mm brightness
temperatures, and vertical profiles of cloud condensate. Inspection of the thermodynamic
variable statistics showed that the assimilation of conventional surface and upper‐air
observations produced more accurate temperature and wind analyses. When both cloud‐
affected and thermodynamic variables are considered, however, the best analysis was
achieved when conventional observations and clear‐sky and cloudy sky 8.5 mm brightness
temperatures were assimilated simultaneously.

Citation: Otkin, J. A. (2010), Clear and cloudy sky infrared brightness temperature assimilation using an ensemble Kalman
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1. Introduction

[2] Clouds cover a substantial portion of the Earth’s surface
and exert a strong influence on the sensible weather through
their effect on the surface temperature and by producing
precipitation. The generation of accurate and spatially rep-
resentative initial conditions within cloudy regions of the
atmosphere suitable for numerical weather prediction is per-
haps the most challenging aspect of modern data assimilation
systems. Cloud processes are inherently nonlinear with
complex interactions occurring between different hydrome-
teor species and the local thermodynamic environment at
spatial scales far smaller than those present in most numer-
ical models. Though cloud microphysical parameterization
schemes have become more sophisticated in recent years,
model errors continue to be large within cloudy regions. The
strong correspondence between clouds and regions of rapid
error growth suggests that a better utilization of both direct
and indirect cloud observations has the potential to substan-
tially improve forecast skill by producing a more accurate
specification of the initial state within cloudy regions.
[3] Remotely sensed satellite observations of the outgoing

radiation at the top of the atmosphere are the only reliable

source of cloud data available on a near global scale.
Advanced sensors onboard existing (and future) satellite
platforms provide accurate radiance and reflectance mea-
surements in dozens to thousands of visible, infrared, and
microwave spectral bands, which together provide awealth of
detailed information about cloud properties and cloud extent.
Clear‐sky radiance measurements are also important since
they provide critical information about the temperature and
water vapor structure surrounding cloudy areas. For cloud‐
resolving data assimilation, observations from a geosyn-
chronous platform are especially useful since their high
temporal resolution and consistent spatial mapping of the
same viewing area is able to more easily constrain rapidly
changing cloud properties and modify the larger‐scale
dynamics that control cloud morphology [Vukicevic et al.,
2006; Errico et al., 2007].
[4] Many prior studies have shown that the assimilation

of infrared and microwave radiances and satellite‐derived
temperature and water vapor profile retrievals for clear‐sky
pixels has a large positive impact on the forecast skill espe-
cially where conventional observations are scarce, such as
over the ocean and across the Southern Hemisphere [e.g.,
Tracton et al., 1980; Halem et al., 1982; Andersson et al.,
1991; Mo et al., 1995; Derber and Wu, 1998; McNally
et al., 2000; Bouttier and Kelly, 2001; Chevallier et al.,
2004; McNally et al., 2006; Le Marshall et al., 2006; Xu
et al., 2009; McCarty et al., 2009; Collard and McNally,
2009]. Until recently, most of the attention from the opera-
tional and research communities has been directed toward
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extracting greater information from clear‐sky observations
since the assimilation of cloud‐affected radiances poses a
significant scientific challenge due to the presence of non‐
Gaussian error statistics and nonlinear cloud processes.
Although more accurate initial conditions within clear areas
will affect the evolution of nearby cloudy regions during the
model integration, the assimilation of cloudy observations
is necessary to further improve forecast skill within these
regions.
[5] Recent studies by Vukicevic et al. [2004] and Vukicevic

et al. [2006] have shown that cloudy infrared radiances
assimilated using a 4DVAR data assimilation system
improved the 3‐D cloud structure in cloud‐resolving model
simulations provided that clouds were already present in the
background field. Short‐term forecast skill also increased
with more frequent assimilation producing the best results.
For a longer‐term study employing a global circulation
model, Reale et al. [2008] found that the forecast skill was
much higher during the midlatitude winter when temperature
retrievals from the Advanced Infrared Sounder (AIRS) were
assimilated for both clear and partly cloudy conditions.
Monte Carlo experiments within a 1DVAR framework have
shown that temperature and humidity profiles are more
accurate above the cloud top, particularly for cases containing
midlevel clouds, when cloudy infrared radiances are assimi-
lated [Heillette and Garand, 2007]. Encouraging results have
also been achieved by extending the 4DVAR analysis control
vector to include parameters such as cloud top pressure and
cloud fraction and then simultaneously estimating these
parameters along with temperature and humidity profiles
inside the main 4DVAR analysis step [McNally, 2009].
Zupanski et al. [2010] recently used sensitivity tests to
examine the potential benefit of assimilating cloudy infrared
radiances within an ensemble‐based assimilation system.
Overall, their results indicate that the structure of the simu-
lated cloud field improved after assimilation especially when
all of the radiatively active hydrometeor species in the
microphysics parameterization scheme are included in the
control vector.
[6] In this study, results from a regional‐scale Observa-

tion System Simulation Experiment (OSSE) will be used
to examine how the assimilation of infrared brightness
temperatures (which will be used interchangeably with
“radiances”) for both clear and cloudy sky conditions impacts
the accuracy of atmospheric analyses at convection‐permit-
ting scales. Simulated observations from the Advanced
Baseline Imager (ABI) to be launched onboard the Geosyn-
chronous Operational Environmental Satellite (GOES)‐R in
2016 will be employed. The ABI is a 16‐channel imager
containing 2 visible, 4 near infrared, and 10 infrared channels.
Accurate radiance and reflectance measurements will provide
detailed information about surface and cloud top properties,
atmospheric water vapor, sea surface temperature, and aero-
sol and trace gas components with high spatial and temporal
resolution [Schmit et al., 2005]. The ensemble Kalman filter
(EnKF) assimilation methodology [Evensen, 1994] will be
used since unlike variational methods it is able to handle
complex nonlinear microphysical processes in both the
assimilation model and the forward observation operator and
also provides a time‐varying estimate of the background error
covariance matrix used during the assimilation step. The

paper is organized as follows. Section 2 contains a description
of the data assimilation system with an overview of the case
study provided in section 3. Results are shown in section 4
with conclusions presented in section 5.

2. Experimental Design

2.1. Forecast Model

[7] Version 3.0 of the Weather Research and Forecasting
(WRF) model was used for this study. WRF is a sophisticated
numerical weather prediction model that solves the com-
pressible nonhydrostatic Euler equations cast in flux form on
a mass‐based terrain‐following vertical coordinate system.
Prognostic variables include the horizontal and vertical wind
components, various microphysical quantities, and the per-
turbation potential temperature, geopotential, and surface
pressure of dry air. High‐resolution global data sets are used
to initialize the model topography and other static surface
fields. A complete description of the WRF modeling system
is contained in the work of Skamarock et al. [2005].

2.2. Data Assimilation System

[8] Assimilation experiments were conducted using the
EnKF algorithm implemented in the Data Assimilation
Research Testbed (DART) data assimilation system devel-
oped at the National Center for Atmospheric Research
[Anderson et al., 2009]. The assimilation algorithm is based
on the ensemble adjustment Kalman filter described by
Anderson [2001], which processes a set of observations
serially and is mathematically equivalent to the ensemble
square root filter described by Whitaker and Hamill [2002].
DART includes tools that automatically compute temporally
and spatially varying covariance inflation values during the
assimilation step [Anderson, 2007, 2009]. To reduce sam-
pling error due to a small ensemble size, covariance locali-
zation [Mitchell et al., 2002;Hamill et al., 2001] is performed
using a compactly supported fifth‐order correlation function
following Gaspari and Cohn [1999].

2.3. Satellite Radiance Observation Operator

[9] A forward radiative transfer model used to compute
simulated infrared brightness temperatures was implemented
in DART. For each ensemble member, several steps are
necessary to compute the simulated brightness temperature
corresponding to a given observation. First, CompactOP-
TRAN, which is part of the National Oceanic and Atmo-
spheric Administration’s Community Radiative Transfer
Model (CRTM), is used to compute gas optical depths for
each model layer using simulated temperature and water
vapor mixing ratio profiles and climatological ozone data. Ice
cloud absorption and scattering properties, such as extinction
efficiency, single‐scatter albedo, and full scattering phase
function, obtained from the work of Baum et al. [2006] are
subsequently applied to each frozen hydrometeor species
(i.e., ice, snow, and graupel) included in the model state
vector. A lookup table based on Lorenz‐Mie calculations is
used to assign the properties for the cloud water and rainwater
species. Visible cloud optical depths are calculated separately
for the liquid and frozen hydrometeor species following the
work of Han et al. [1995] and Heymsfield et al. [2003],
respectively, and then converted into infrared cloud optical
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depths by scaling the visible optical depths by the ratio of the
corresponding extinction efficiencies. The surface emissivity
over land is obtained from the Seeman et al. [2008] global
emissivity data base, whereas the water surface emissivity is
computed using the CRTM Infrared Sea Surface Emissivity
Model. Finally, the simulated skin temperature and atmo-
spheric temperature profiles along with the layer gas optical
depths and cloud scattering properties are input into the
Successive Order of Interaction (SOI) forward radiative
transfer model [Heidinger et al., 2006], which is used to
compute the simulated brightness temperature. Previous
studies by Otkin and Greenwald [2008] and Otkin et al.
[2009] have shown that the forward model produces realis-
tic infrared brightness temperatures for both clear‐sky and
cloudy sky conditions. O’Dell et al. [2006] have also shown
that at microwave wavelengths the SOI model is accurate to
within 1 K for a full range of atmospheric conditions. Due to
generally less scattering, the accuracy of the SOI is also ex-
pected to be within 1 K at infrared wavelengths.

2.4. Simulated Observations

[10] To examine the impact that infrared brightness tem-
peratures have on the analysis accuracy relative to conven-
tional observations, simulated observations were produced
for the ABI sensor and three conventional observing systems,
including radiosondes, surface observations from the Auto-
mated Surface Observing System (ASOS), and pilot reports
from the Aircraft Communications Addressing and Reporting
System (ACARS). All simulated observations were com-
puted using data from the high‐resolution “truth” simulation
to be described in section 3. To improve the realism of the
OSSE results, special attention was given to ensuring that
each observing system data set contains the correct spatial
distribution with realistic measurement errors based on a
given sensor’s error specification randomly added to each
observation. Simulated 8.5 mm infrared brightness tempera-
tures were calculated using the SOI radiative transfer model
and then interpolated to a representative ABI projection
containing the correct horizontal resolution at all satellite
zenith angles. The data were subsequently averaged to a
resolution of ~60 km prior to assimilation. Simulated 2 m
temperature and relative humidity observations were com-
puted at existing ASOS station locations, whereas vertical
profiles of temperature, relative humidity, and horizontal
wind speed and direction were produced for each upper air
station location. Given the importance of radiosonde ob-
servations, standard reporting conventions were followed so
that each profile contains not only mandatory level data but
also significant level data corresponding to features such as
temperature inversions and rapid changes in wind speed and
direction. Lastly, simulated ACARS temperature and wind
observations were produced at the same locations as the real
pilot reports listed in the Meteorological Assimilation Data
Ingest Files (MADIS) for the OSSE case study period.
[11] The observation errors for the conventional observa-

tions were based on those found in the operational observa-
tion data set from the National Center for Environmental
Prediction (NCEP). For the ASOS observations, the error was
set to 2 K for temperature and 18% for relative humidity.
Errors of 1.8 K and 3.8 m s−1 were used for the ACARS
temperature and wind observations. The radiosonde errors
varied with height and ranged 0.8–1.2 K for temperature, 1.4–

3.2 m s−1 for the horizontal wind, and 20%–25% for relative
humidity. Lastly, the observation error was set to 10 K for the
simulated 8.5 mm brightness temperatures, which accounts
for uncertainty in the forward model calculations, such as
those associated with ice optical properties and scattering, as
well as model and representativeness errors. Sensitivity tests
using observation errors of 7.5 and 15 K, respectively,
showed that the optimal results were achieved when the error
was set to 10 K. The observation error covariance for each
observation type was assumed to be diagonal.

3. Truth Simulation

[12] A high‐resolution truth simulation tracking the evo-
lution of a large extratropical cyclone across the central
United States was performed using version 3.0 of the WRF
model. The simulation was initialized at 00 UTC on 4 June
2005 using 1° Global Data Assimilation System analyses and
then integrated for 24 h on a single 380 by 380 grid point
domain containing 6 km horizontal resolution and 52 vertical
levels. The vertical resolution decreased from less than 100 m
in the lowest km to ~625 m at the model top, which was set to
25 hPa. Subgrid scale processes were parameterized using the
Thompson et al. [2008] mixed phase cloud microphysics
scheme, the Mellor‐Yamada‐Janjic planetary boundary layer
scheme [Mellor and Yamada, 1982], and the Dudhia [1989]
shortwave and rapid radiative transfer model [Mlawer et al.,
1997] longwave radiation schemes. Surface heat and mois-
ture fluxes were calculated using the Noah land surface
model. No cumulus parameterization scheme was used;
therefore, all clouds were explicitly predicted by the micro-
physics scheme.
[13] The evolution of the simulated cloud top pressure

(CTOP), cloud water path (CWP), and 300 hPa height and
wind fields during the last 12 h of the simulation is shown in
Figure 1. Simulated observations from this time period will be
used in the assimilation experiments presented in section 4.
The CWP was calculated using the sum of the cloud water,
rainwater, ice, snow, and graupel mixing ratios integrated
over the entire vertical column, whereas the CTOP represents
the atmospheric pressure on the highest model level con-
taining a nonzero hydrometeor mixing ratio. At 12 UTC, a
deep upper‐level trough was located over the central Rockies
with a broad region of strong southwesterly flow across the
southern Plains (Figure 1a). A large cirrus cloud shield with
embedded regions of thicker stratiform and convective clouds
was present across the northern Plains while extensive areas
of low‐level clouds were located over the eastern portion of
the domain and along a surface cold front extending across
the central Plains (Figure 1b). By 18 UTC, the 300 hPa winds
had strengthened slightly over the central Plains as the trough
continued to move toward the northeast (Figure 1c). Most
of the low‐level clouds had dissipated by this time, which
resulted in an extensive area of clear skies across the southern
half of the domain (Figure 1d). By 00 UTC, the circulation
associated with the strong jet streak (not shown) had con-
tributed to the development of an elongated cloud band ex-
tending from Texas to Iowa. Further north, the eastern portion
of the cirrus cloud shield continued to move to the north and
east while the western portion remained stationary. Taken
together, the above demonstrate that the chosen case study
contains a mixture of clear areas and an assortment of cloud
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types suitable for evaluating the impact of cloudy infrared
radiances.

4. Assimilation Results

4.1. Initial Ensemble and Model Configuration

[14] The assimilation experiments described later in this
section begin at 12 UTC on 4 June. A 40‐member ensemble
of initial conditions valid at this time was created using
the following procedure. First, the approach outlined by Torn
et al. [2006] was used to create an ensemble valid at 00 UTC

on 3 June. With this approach, balanced initial and lateral
boundary perturbations were added to 40 kmNorth American
Mesoscale (NAM) model analyses for each ensemble mem-
ber using covariance information provided by the WRF‐Var
data assimilation system. This ensemble was then integrated
for 24 h to increase the ensemble spread. Simulated radio-
sonde, ASOS, and ACARS observations from the truth
simulation were then assimilated at 00 UTC on 4 June, with
hourly assimilation of the ASOS and ACARS observations
continuing until 12 UTC. This final step was used to produce
an initial ensemble for the assimilation experiments con-

Figure 1. (a) Simulated 300 hPa geopotential height (m) and winds (m s−1) valid at 1200 UTC on 4 June
2005. (b) Simulated cloud top pressure (hPa; color filled) valid at 1200 UTC on 4 June. Areas enclosed by
the black contour contain a cloudwater path greater than 0.5mm. (c and d) Same as Figures 1a and 1b except
valid at 1800 UTC on 4 June 2005. (e and f) Same as Figures 1a and 1b except valid at 0000 UTC on 5 June
2005.
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taining flow‐dependent covariance structures representative
of the atmospheric conditions in the truth simulation.
[15] Assimilation experiments were performed for the

same geographic domain as the truth simulation. To better
represent the grid resolution used in an operational setting,
the model domain contained 12 km horizontal resolution and
37 vertical levels. Unlike the truth simulation, the Yonsei
University [Hong et al., 2006] planetary boundary layer
scheme and the Kain and Fritsch [1990, 1993] cumulus
scheme were employed. Different initialization data sets, grid
resolutions, and parameterization schemes were chosen for
the assimilation experiments to limit the risk of performing
“identical twin” experiments.
[16] In the remainder of this section, results from four

assimilation experiments and a control case without assimi-
lation will be compared to data from the truth simulation. The
experiments are designed to evaluate the relative impact of
8.5 mm infrared brightness temperatures, which are sensitive
to cloud top properties when clouds are present or to the
surface when clouds are absent, on the analysis accuracy.
Both clear‐sky and cloudy sky 8.5 mm brightness tempera-
tures (ABI band 11) were assimilated in the “B11‐ALL” case,
whereas only the clear‐sky brightness temperatures were
assimilated in the “B11‐CLEAR” case. Simulated conven-
tional observations were assimilated in the “CONV” case.
Finally, all of the conventional observations and both clear‐
sky and cloudy sky 8.5 mm brightness temperatures were
assimilated in the “CONV‐B11” case. Simulated radiosonde
observations were assimilated at 00 and 12 UTC, whereas all
other observation types were assimilated once per hour from
12 UTC on 4 June until 00 UTC on 5 June. Prognostic fields
contained in the model state vector include the temperature,
water vapor mixing ratio, horizontal and vertical wind com-
ponents, surface pressure, number concentration of ice, and
the mixing ratios for cloud water, rainwater, ice, snow, and
graupel. The horizontal covariance localization radius was set
to 255 km. Vertical localization was not used since infrared
radiances are sensitive to an atmospheric layer that varies in
the presence of clouds and with changes in the atmospheric
state. The time and spatially varying inflation scheme
developed by Anderson et al. [2009] was also used with the
initial inflation factor set to 2%. The optimal settings for these
parameters were determined using sensitivity tests employing
the simulated observations.

4.2. Simulated Brightness Temperatures

[17] As a first step in evaluating the impact of the ob-
servations on the cloud distribution, simulated ABI 11.2 mm
brightness temperatures from the assimilation experiments
and the truth simulation are shown in Figure 2. The brightness
temperatures for each assimilation case were computed using
data from the posterior ensemble mean. As expected, the
largest errors occur during the control simulation (Figures 2e–
2h) since the lack of assimilation allows the ensemble spread
to steadily increase, which manifests itself as a substantial
cold bias and more extensive cloud cover by 00 UTC.
Comparison of the B11‐ALL (Figures 2i–2l) and B11‐
CLEAR (Figures 2m–2p) images reveals that infrared radi-
ance assimilation has a much larger positive impact on the
analysis when both clear‐sky and cloudy sky observations are
assimilated. For instance, though both cases contain fewer
erroneous clouds over the southern portion of the domain due

to the influence of the clear‐sky radiances, the cloudy
radiances were also able to correctly modify the overall
structure of the cirrus cloud shield associated with the
extratropical cyclone. The impact of the cloudy brightness
temperatures is already evident after the first assimilation
cycle by the narrower axis of the coldest cloud tops over the
northwestern corner of the domain and the warmer brightness
temperatures over Minnesota and Wisconsin (Figures 2e and
2i). Cloudy brightness temperature assimilation also resulted
in a more accurate representation of the upper‐level cloud
cover that developed over central Texas by 00 UTC
(Figures 2h and 2l). The conventional observations had a
larger impact on these features (Figures 2q–2t) than the B11‐
CLEAR case but not as large as the B11‐ALL case. These
observations also had a smaller influence than the 8.5 mm
radiances over the southern portion of the domain where
much more extensive cloud cover developed by 00 UTC.
Lastly, the CONV‐B11 (Figures 2u–2x) and B11‐ALL
brightness temperatures are very similar across the entire
domain though some differences exist such as the slightly
colder cloud tops along the cold front by 00 UTC.
[18] To more closely examine the accuracy of the 00 UTC

analyses, the 11.2 mm brightness temperature differences
between the truth simulation and each assimilation experi-
ment are shown in Figure 3. The 11.2 mm brightness tem-
peratures from the truth simulation are also shown for
reference. A detailed comparison of the B11‐ALL, B11‐
CLEAR, and CONV cases (Figures 3c–3e) reveals that
assimilating both clear‐sky and cloudy sky 8.5 mm radiances
generally produces a more accurate analysis across most of
the domain than when only clear‐sky radiances or conven-
tional observations are assimilated. Though the conventional
observations have a positive effect on the various cloudy
areas relative to the control case (Figure 3b), the smaller
errors found in the B11‐ALL case indicate that explicit
information about the cloud field provided by spatially con-
tinuous cloudy radiances is able to more easily constrain the
cloud features within these regions. A notable discrepancy in
all of the assimilation cases is the lack of enhanced upper‐
level cloud cover over northern Iowa, which was primarily
due to the northward advection of erroneously dry air located
over southern Iowa in the initial 12 UTC ensemble. The
availability of conventional surface and upper‐air moisture
measurements in the CONV case slightly reduced the errors
over this region by increasing the moisture content and pro-
ducing a more favorable environment for cloud development.
The 8.5 mm radiances, however, have little sensitivity to
atmospheric water vapor and were therefore unable to
improve the moisture analysis in this region. Clear areas
across the southern half of the domain were generally better
depicted in the B11‐ALL and B11‐CLEAR cases due to
the strong constraint imposed on the cloud field by the clear‐
sky radiances. Much larger errors occurred when only con-
ventional observations were assimilated, though the smaller
errors relative to the control case indicate that some of the
erroneous upper‐level clouds were removed. Comparison of
the B11‐ALL and CONV‐B11 images (Figures 3c and 3f)
shows that the smallest brightness temperature errors were
achieved when both conventional observations and clear‐sky
and cloudy sky 8.5 mm radiances were assimilated, which
indicates that the moisture and thermodynamic information
provided by conventional observations and the explicit cloud
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information provided by 8.5 mm radiances can be synergis-
tically combined to produce a more accurate cloud analysis.
[19] Figure 4 shows the temporal evolution of the forecast

and analysis root mean square error (RMSE) and bias for the
ABI 11.2 and 6.95 mm bands. Brightness temperatures from
the 6.95 mm band are sensitive to the water vapor content in
the middle and upper troposphere when upper‐level clouds
are not present. Data from the ensemble mean was inter-
polated from the coarser assimilation grid to the higher‐
resolution truth domain, and then statistics were computed
with respect to the cloudy and clear grid points in the truth
simulation. Data from the outermost 20 grid points were not
used. Overall, it is evident that the B11‐ALL and CONV‐B11

cases contain the smallest bias and RMSE for both clear and
cloudy grid points during the entire 12 h assimilation win-
dow. The greatest improvements were made to the analysis
during the first several assimilation cycles, particularly for
clear grid points, with nearly constant errors thereafter.
Though the similar evolution of the B11‐ALL and CONV‐
B11 cases demonstrates that the smaller errors were primarily
due to the assimilation of 8.5 mm brightness temperatures,
the slightly smaller errors present in the CONV‐B11 case by
00 UTC indicate that the conventional observations provided
additional information that further improved the analysis. The
impact of the conventional observations is most apparent in
the clear‐sky 6.95 mm brightness temperatures, where the

Figure 2. Simulated ABI 11.2 mm brightness temperatures (K) valid at 1200, 1600, and 2000 UTC on 4
June 2005 and 0000UTC on 5 June 2005. Results are shown for the (a–d) truth and (e–h) control simulations
and the (i–l) B11‐ALL, (m–p) B11‐CLEAR, (q–t) CONV, and (u–x) CONV‐B11 assimilation experiments.
The simulated brightness temperatures for each assimilation experiment were computed using data from the
posterior ensemble mean.
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assimilation of drier surface and radiosonde moisture ob-
servations from the truth simulation reduced the wet bias that
occurred in the assimilation experiments due to the use of a
different initialization data set. By removing some of the
excess water vapor, the 6.95 mmweighing function peaked at
a lower (i.e., warmer) atmospheric level in the CONV‐B11
case, which reduced the cold brightness temperature bias for
the clear grid points. Lastly, comparison of the B11‐CLEAR
and CONV cases shows that the conventional observations

reduced the errors by a slightly larger amount for the cloudy
grid points but had a much smaller impact in clear areas.

4.3. Simulated Cloud Properties

[20] Figure 5 shows the evolution of the forecast and
analysis RMSE and bias for the CWP and CTOP computed
with respect to the cloudy and clear grid points in the truth
simulation. To facilitate the comparison between clear and
cloudy grid points, the surface pressure was used as the CTOP

Figure 3. (a) Simulated ABI 11.2 mm brightness temperatures (K) from the truth simulation valid at 0000
UTC on 5 June 2005. (b) Control–Truth simulated ABI 11.2 mm brightness temperatures (K) valid at 0000
UTC on 5 June 2005. (c) Same as Figure 3b except for B11‐ALL–Truth. (d) Same as Figure 3b except for
B11‐CLEAR–Truth. (e) Same as Figure 3b except for CONV–Truth. (f) Same as (b) except for CONV‐
B11–Truth. The simulated brightness temperatures for each assimilation experiment were computed using
data from the posterior ensemble mean.
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for the clear grid point. The evolution of the bias and RMSE
for the cloudy sky CWP (Figure 5a) closely tracks the evo-
lution of the control case during each assimilation experi-
ment. Again, the B11‐ALL andCONV‐B11 cases contain the
smallest errors, though by 00 UTC their RMSE is similar to
the control case and the other assimilation experiments. All
of the observation types have a much larger positive impact
on the CWP for clear grid points (Figure 5b), with the 8.5 mm
radiance assimilation cases generally performing better than
the CONV case, especially after 16 UTC. This behavior is
consistent with the removal of much of the erroneous upper‐
level cloud cover during these experiments (refer to Figures 2
and 3). Compared to the CWP statistics, the cloudy sky CTOP
RMSE and bias (Figure 5c) underwent a more consistent and
substantial improvement, particularly for the B11‐ALL and
CONV‐B11 cases. Large improvements were also made to
the clear‐sky statistics during the B11‐ALL, CONV‐B11,
and B11‐CLEAR cases (Figure 5d). The presence of large
CTOP errors in all of these experiments, however, is partially
explained by how the statistics were computed. For instance,
since it only takes one ensemble member with a nonzero
mixing ratio for the ensemble mean to become cloudy, large
errors can occur at the clear grid points even if most of the
ensemble members are clear. Thus, the smaller errors during
the radiance assimilation cases indicate that the 8.5 mm
radiances were able to more easily remove the erroneous
clouds from all of the ensemble members at more of the clear
grid points than the conventional observations.

[21] Figure 6 shows the geographic distribution of the CWP
differences between the truth simulation and each assimila-
tion experiment at 00 UTC. Overall, the largest errors are
located within or close to regions containing large CWP, such
as the northern portion of the domain and along the cold front
(Figure 6a). CWP errors within the northern cloud shield were
substantially reduced when cloudy sky 8.5 mm brightness
temperatures and conventional observations were assimi-
lated. Compared to the CONV case, cloudy sky brightness
temperature assimilation tended to produce a more accurate
analysis across much of this region, though the north‐south
band of excessive CWP within the center of the cloud shield
indicates that their utility is limited for clouds containing
substantial condensate. Further south, the cloudy 8.5 mm
observations reduced the CWP along the cold front while
increasing it within the area of enhanced cloudiness over
central Texas, in both cases producing a more accurate anal-
ysis than when only conventional or clear‐sky 8.5 mm bright-
ness temperature observations were assimilated.
[22] To examine the impact on the vertical distribution of

cloud condensate, Figure 7 shows RMSE and bias profiles for
the frozen (FRZN) and liquid (LIQ) hydrometeor mixing
ratios computed with respect to the clear and cloudy grid
points in the truth simulation. The FRZN mixing ratio is the
sum of the cloud ice, snow, and graupel species, whereas the
LIQ mixing ratio is the sum of the cloud water and rainwater
species. The statistics were calculated for each assimilation

Figure 4. The time evolution of the forecast and analysis (sawtooth pattern) root mean square error
(RMSE; thick solid lines) and bias (dashed lines) from 12 UTC on 4 June to 00 UTC on 5 June for the
(a) cloudy and (b) clear ABI 11.2 mm brightness temperatures (K) and for the (c) cloudy and (d) clear
ABI 6.95 mm brightness temperatures (K). Results are shown for the B11‐CLEAR (light blue), B11‐
ALL (red), CONV (green), CONV‐B11 (dark blue), and control (black) experiments, with the statistics cal-
culated with respect to the cloudy and clear grid points in the truth simulation.
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case using data from the prior ensemble mean from 13 UTC
on 4 June until 00 UTC on 5 June.
[23] Comparison of the CONV, B11‐ALL, and B11‐

CLEAR profiles shows that the cloudy sky 8.5 mm brightness
temperatures were the only observations that reduced the
FRZN RMSE and bias for the cloudy grid points (Figure 7a).
The smaller errors in both the middle and upper troposphere
indicate that cloud information provided by the infrared ra-
diances improves not only the cloud top but also the internal
structure of the simulated clouds even though the radiance
observations are only sensitive to the uppermost portion of
the cloud. Inspection of the model data (not shown) revealed
that the smaller errors were primarily due to a more accurate
representation of the snow mixing ratio, which is the domi-
nant species in the Thompson microphysics scheme. Each
observation type substantially reduced the RMSE and bias for
the clear‐sky grid points (Figure 7b), though the radiance
assimilation cases exhibit the smallest errors overall. In fact,
nearly all of the FRZN cloud condensate was removed during
the B11‐ALL case. The smaller errors for this case also
indicate that cloudy radiances not only improve the cloud
analysis in the cloudy portion of the domain but also exert a
positive influence on adjacent clear regions, most likely
through a more accurate depiction of the cloud morphology.
For the liquid portion of the cloud field (Figures 7c and 7d),
the conventional observations have the tendency to degrade
the cloud analysis in both clear and cloudy areas while the
8.5 mm brightness temperatures have minimal impact in

cloudy areas and a slightly positive impact on the clear grid
points. It is suggested that the smaller impact of the infrared
radiances on the LIQ mixing ratio compared to the FRZN
mixing ratio is due either to obscuration of the lower portion
of the cloud by upper‐level clouds or to smaller observation
minus background differences due to the lack of thermal
contrast between low clouds and the surface, which reduces
the magnitude of the analysis increment.

4.4. Simulated Thermodynamic Profiles

[24] Vertical profiles of RMSE and bias for the atmospheric
water vapor, temperature, and horizontal wind magnitude are
shown in Figure 8. The statistics were calculated using data
from the prior ensemble mean from 13 UTC on 4 June until
00 UTC on 5 June. Large water vapor mixing ratio errors are
generally present in all the assimilation cases for both clear
and cloudy grid points (Figures 8a and 8b). The large errors in
the upper levels were primarily due to the higher water vapor
content in the initialization data set used during the assimi-
lation experiments (not shown) while large differences in the
vertical water vapor flux profiles produced by the planetary
boundary layer schemes contributed to the large errors in the
lower troposphere. In most cases, however, small improve-
ments were made to the water vapor analysis, with the B11‐
ALL case containing smaller errors in the middle and upper
troposphere than the other cases.
[25] Similar temperature error profiles occurred for both

clear and cloudy grid points during each assimilation exper-

Figure 5. The time evolution of the forecast and analysis (sawtooth pattern) root mean square error
(RMSE; thick solid lines) and bias (dashed lines) from 12 UTC on 4 June to 00 UTC on 5 June for the
(a) cloudy sky and (b) clear‐sky cloud water path (g m−2) and for the (c) cloudy sky and (d) clear‐sky cloud
top pressure (hPa). Results are shown for the B11‐CLEAR (light blue), B11‐ALL (red), CONV (green),
CONV‐B11 (dark blue), and control (black) experiments, with the statistics calculated with respect to
the cloudy and clear grid points in the truth simulation.
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iment (Figures 8c and 8d). The large error spike near 150 hPa
was primarily due to different locations in the height and
structure of the tropopause while the larger errors in the lower
troposphere were partially caused by different behavior in the
planetary boundary layer schemes. Aside from these basic
differences, it is evident that the CONV case generally con-
tains the smallest errors though the CONV‐B11 errors are
slightly smaller in the upper troposphere. Infrared radiance
assimilation reduced the temperature errors in the upper tro-
posphere but had little positive impact or even slightly
degraded the analysis below 500 hPa. Similar behavior is also
observed in the wind magnitude error profiles (Figures 8e and

8f) where the CONV and CONV‐B11 cases generally contain
the smallest errors. Radiance assimilation did not improve the
wind analysis within clear areas of the domain; however, the
errors were substantially reduced above 700 hPa for cloudy
grid points when cloudy infrared radiances were assimilated.
The tendency for the cloudy observations to improve the
analysis at cloudy grid points indicates that these obser-
vations contain sufficient covariance information to improve
the wind, temperature, and moisture fields, particularly in the
upper troposphere. The inability of the clear‐sky observations
to exert a similar influence on these fields, however, may be
due to the lack of implicit height information, whichmay help

Figure 6. (a) Simulated cloud water path (CWP; g m−2) from the truth simulation valid at 0000 UTC on 5
June 2005. (b) Control–Truth simulated CWP (g m−2) valid at 0000 UTC on 5 June 2005. (c) Same as
Figure 6b except for B11‐ALL–Truth. (d) Same as Figure 6b except for B11‐CLEAR–Truth. (e) Same
as Figure 6b except for CONV–Truth. (f) Same as Figure 6b except for CONV‐B11–Truth. The simulated
CWP for each assimilation experiment was computed using data from the posterior ensemble mean.
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constrain the covariances around the cloud top for cloudy
observations. The full impact of the infrared observations
may become more apparent with a longer assimilation win-
dow since the feedback between these fields would havemore
time to develop.

5. Discussion and Conclusions

[26] In this study, a regional‐scale OSSE was used to
examine how the assimilation of infrared brightness tem-
peratures for both clear‐sky and cloudy sky conditions
impacts the accuracy of atmospheric analyses at mesoscale
resolution. Assimilation experiments were conducted using
the EnKF algorithm in the DART data assimilation system.

The SOI forward radiative transfer model was implemented
in DART to assimilate infrared brightness temperature
observations. The case study tracked the evolution of a large
extratropical cyclone and associated cloud features present
across the central United States during 4–5 June 2005. A
high‐resolution “truth” simulation containing realistic cloud
and thermodynamic properties was performed using theWRF
model. Data from the truth simulation was used to generate
simulated GOES‐R ABI 8.5 mm brightness temperatures and
conventional radiosonde, surface, and aircraft pilot observa-
tions containing realistic errors and the correct spatial distri-
bution. Four assimilation experiments were conducted with
observations assimilated once per hour during a 12 h period.

Figure 7. (a) Vertical profiles of root mean square error (RMSE; thick solid lines) and bias (dashed lines)
for the total frozen hydrometeor mixing ratio (g kg−1; sum of cloud ice, snow, and graupel) for cloudy grid
points. The profiles were computed using data from the prior ensemble mean from 1300 UTC on 4 June to
0000 UTC on 5 June. (b) Same as Figure 7a except for clear grid points. (c) Same as Figure 7a except for the
total liquid hydrometeor mixing ratio (g kg−1; sum of cloud water and rainwater). (d) Same as Figure 7c
except for clear grid points. Results are shown for the B11‐CLEAR (light blue), B11‐ALL (red), CONV
(green), CONV‐B11 (dark blue), and control (black) experiments, with the statistics calculated with respect
to the cloudy and clear grid points in the truth simulation.
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[27] Overall, the assimilation results showed that the
infrared brightness temperature observations had a large
positive impact on the simulated cloud field with the best
results achieved when both clear‐sky and cloudy sky obser-

vations were assimilated. The B11‐ALL and B11‐CLEAR
cases contained fewer erroneous upper level clouds over the
southern portion of the model domain than the CONV case
due to the strong constraint imposed on the cloud field by the

Figure 8. (a) Vertical profiles of root mean square error (RMSE; thick solid lines) and bias (dashed lines)
for the water vapor mixing ratio (g kg−1) for cloudy grid points. The profiles were computed using data from
the prior ensemble mean from 1300UTC on 4 June to 0000 UTC on 5 June. (b) Same as Figure 8a except for
clear grid points. (c) Same as Figure 8a except for temperature (K). (d) Same as Figure 8c except for clear
grid points. (e) Same as Figure 8a except for wind speed (m s−1). (f) Same as Figure 8e except for clear grid
points. Results are shown for the B11‐CLEAR (light blue), B11‐ALL (red), CONV (green), CONV‐B11
(dark blue), and control (black) experiments, with the statistics calculated with respect to the cloudy and
clear grid points in the truth simulation.
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clear‐sky brightness temperatures. Further north, assimilation
of the cloudy brightness temperatures substantially improved
the structure of the cyclone’s cirrus cloud shield, with much
smaller errors already apparent after the first assimilation
cycle. The cloudy observations also improved the represen-
tation of the upper‐level clouds that developed over central
Texas and along the surface cold front by the end of the
assimilation period. The ability of the infrared brightness
temperatures to improve the cloud analysis was further
demonstrated by the substantially lower bias and RMSE in
the CTOP, CWP, 6.95 and 11.2 mm brightness temperatures,
and vertical profiles of cloud condensate. When computed
with respect to the cloudy and clear grid points in the truth
simulation, the largest error reductions generally occurred
within clear areas due to the removal of much of the erroneous
cloud cover, though the errors were also greatly reduced in
cloudy regions. The cloudy infrared brightness temperatures
were the only observations that reduced the cloud condensate
errors in the upper troposphere for the cloudy grid points,
which indicates that the cloud information provided by
infrared brightness temperatures not only improves the cloud
distribution but also exerts some indirect influence on the
internal structure of the simulated clouds. Because of this
influence, it is also possible that cloudy infrared observations
have the potential to reduce forecast error growth by partially
constraining important cloud and precipitation processes,
such as latent heat release associated with condensation
and deposition, that can contribute to fast error growth in
numerical models. This topic will be addressed in future
studies.
[28] Inspection of the thermodynamic statistics revealed

that the assimilation of conventional surface and upper air
observations produced more accurate temperature and wind
analyses than the B11‐ALL and B11‐CLEAR cases, espe-
cially for clear grid points. The impact on the water vapor
mixing ratio varied with height, with the conventional
moisture observations contributing to a more accurate anal-
ysis in the lower troposphere while the more accurate cloud
field in the B11‐ALL and B11‐CLEAR cases helped con-
strain the errors above 800 hPa. When both cloud‐affected
and thermodynamic variables are considered, however, the
CONV‐B11 case generally performed best since its errors
were similar to the B11‐ALL case for the cloud variables and
to the CONV case for the thermodynamic variables, which
indicates that the best analysis is achieved when conventional
observations and clear and cloud sky 8.5 mm brightness
temperatures are assimilated together. Lastly, the tendency
for the B11‐ALL and B11‐CLEAR cases to contain smaller
errors for the cloud‐affected fields, but slightly larger errors
for more traditional measures of analysis accuracy such as
temperature and wind, illustrates that the notable benefits
of assimilating cloudy observations can be missed and are
difficult to verify without the availability of high‐quality
cloud analyses and in situ measurements.
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